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## Bernoulli matrices
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- $I$ cannot be universal: $I \neq I_{\mathrm{GOE}}$.

$$
\delta_{0} \in \mathcal{D}_{I} \text { but } \delta_{0} \notin \mathcal{D}_{I_{\mathrm{GOE}}} .
$$

## Some universality in large deviation behaviour
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- vertices have all almost the same degrees
- connected w.h.p
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- Asymptotically, $G\left(n, \frac{\lambda}{n}\right)$ looks like a Galton-Watson tree with degree distribution $\operatorname{Poi}(\lambda)$.

$$
\text { (Abért-Thom-Virág) } \quad \mu_{A} \underset{n \rightarrow+\infty}{\Longrightarrow} \mu_{\lambda}, \quad \text { in probability }
$$

where $\mu_{\lambda}$ is the expected spectral measure of $\operatorname{GWT}(\operatorname{Poi}(\lambda))$.

- (Bordenave-Lelarge-Salez): $\mu_{\lambda}$ is symmetric
- (Salez): Dense set of atoms
- (Bordenave-Sen-Virág): $\mu_{\lambda}$ is purely atomic iff $\lambda \leq 1$.
- (Arras-Bordenave): $\mu_{\lambda, \mathrm{ac}} \neq 0$ if $\lambda$ large enough.
(Bordenave-Caputo) $\mu_{A}$ satisfies a LDP with speed $n$.
> Obtained by contracting the LDP for $G(n, \lambda / n)$ with respect to the local weak topology.
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If $m=(m(z, x))_{z \in \mathbb{H}, x \in[0,1]}$ is the unique solution in $\mathcal{B}^{+}$of the QVE

$$
-\frac{1}{m(z, x)}=z+\int_{0}^{1} W(x, y) m(z, y) d y, z \in \mathbb{H}
$$

then for any $x \in[0,1]$,
$m(., x)$ is the Stieltjes transform of some $v_{x} \in \mathcal{P}(\mathbb{R})$.
Define the QVE measure of the kernel $W$ as

$$
v_{W}=\int_{0}^{1} v_{x} d x
$$

(Erdős-Mülhbacher), (Zhu): Moments are tree homomorphisms densities:

$$
v_{W}\left(\tau^{2 k}\right)=\sum_{(F, o) \in \mathcal{T}_{k}} t(F, W), k \in \mathbb{N}
$$

where $\mathcal{T}_{k}$ is the set of unlabelled rooted planar trees with $k$ edges

$$
t(F, W)=\int_{[0,1]^{k}} \prod_{i j \in E(F)} W\left(x_{i}, x_{j}\right) \prod_{\ell=1}^{k} d x_{\ell}
$$
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where $A$ is the adjacency matrix of $G(n, p W)$ and $v_{W}$ the QVE measure of $W$.
> The optimal large deviation strategies of $\mu_{A / \sqrt{n p}}$ correspond to changing $G(n, p)$ into one inhomogeous Erdős-Rényi graph $G(n, p W)$.
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W^{(C)}(x, y)=W(x, y) \mathbb{1}_{d_{W}(x) \leq C} \mathbb{1}_{d_{W}(y) \leq C},(x, y) \in[0,1]^{2}
$$



Since $d_{W} \in L^{1}$,

$$
\left\|W^{(C)}-W\right\|_{1} \underset{C \rightarrow+\infty}{\longrightarrow} 0
$$

If $U, V$ are kernels with bounded degree functions

$$
\mathscr{W}_{2}\left(v_{U}, v_{V}\right) \leq\|U-V\|_{1}^{1 / 2}
$$
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The rate function in the supercritical sparse case
Recall that $A$ is the adjacency matrix of $G(n, p)$.
(A.) If $\log \ll n p \ll n$, then $\mu_{A / \sqrt{n p}}$ satisfies a LDP with speed $n^{2} p$ and rate function $I$ :

$$
I(\nu)=\inf \left\{H(W): v_{W}=\nu, W \in \mathcal{W}\right\}, \nu \in \mathcal{P}(\mathbb{R})
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where $\mathcal{W}$ is the set of integrable kernels on $[0,1]^{2}$ and

$$
H(W)=\int_{[0,1]^{2}} h(W(x, y)) d x d y, W \in \mathcal{W}
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with $h(u)=u \log u-u+1$.

- $H(G(n, p W) \mid G(n, p)) \simeq n^{2} p H(W)$.
- If $I(\nu)<+\infty$ then the infimum is achieved.
- Conditioned on a large deviation of its spectrum, $G(n, p)$ is expected to look like $G(n, p W)$ for some $W \in \mathcal{W}$.
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## Supercritical sparse Wigner matrices

Consider $M$ a Wigner matrix with bounded entries, $A$ the adjacency matrix of $G(n, p)$ independent of $M$.
Set:

$$
X=M \circ A,
$$

where $\circ$ denotes the Hadamard product.
$>$ neither $A$ or $A-\mathbb{E} A$ are sparse Wigner matrices but:
(Tikhomirov-Youssef): $A-\varepsilon A^{\prime}$ is a sparse Wigner matrix

$$
A_{i j}^{\prime} \sim \operatorname{Ber}(p / \varepsilon) \text { and } A^{\prime} \Perp A
$$

(A.) If $\log n \ll n p \ll n, \mu_{X / \sqrt{n p}}$ satisfies a LDP with speed $n^{2} p$ and rate function $I_{L}$ :

$$
I_{L}(\nu)=\inf \left\{H_{L}(W): v_{W}=\nu, W \in \mathcal{W}\right\}, \nu \in \mathcal{P}(\mathbb{R})
$$

where $H_{L}(W)=\int_{[0,1]^{2}} h_{L}(W(x, y)) d x d y$,

$$
h_{L}(u)=\sup _{\theta \in \mathbb{R}}\{\theta u-L(\theta)\}, \quad L(\theta)=\mathbb{E}\left(e^{\theta M_{1,2}^{2}}\right)-1, u, \theta \in \mathbb{R} .
$$
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> Develop a Bennett-type inequality for dependent variables.

Thank you for your attention!

