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BIG PUZZLE: YANG-MILLS THEORY
▶ Lattice Yang Mills assigns random N-by-N matrix from some compact Lie

group (like U(N), say) to each directed edge of a d-dimensional lattice.
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▶ If you reverse direction of edge, you replace the matrix by its inverse.
▶ Use i.i.d. Haar measure with weighting that makes product of directed

edges around any unit square “want to be” close to identity.
▶ Precisely, weight by exponential of β(sum of real parts of plaquette traces).
▶ Wilson loop: multiply matrices around directed cycle, find expected trace.
▶ Yang Mills problem (roughly): construct/understand basics of continuum

version. Famous prize problem. Important for standard model.
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BIG PUZZLE: APPROACHES
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▶ Want to assign random matrix (or expected trace) to each (nice enough)
continuum directed loop. Perhaps in some “generalized function” sense.

▶ SPDE APPROACH: construct a dynamical version of continuum Yang-Mills
(on a torus, say) and try to show that it converges to stationary law in large
time limit. Take initial value to be “Gaussian-free-field connection” that is
believed to “look correct” at small scales. Hope other scales mix in time.
(Martin Hairer, Hao Shen, Sky Cao, Bjorn Bringmanm, Sourav Chatterjee,
etc.) Works in 2D. Significant progress in 3D but 4D out of reach for now.

▶ NON-DYNAMIC CONTINUUM APPROACH: start with Gaussian
connection and modify field in some other way (to make it roughly correct at
some scales) and take limit as approximation improves.

▶ LATTICE APPROACH: Explore the lattice model, possibly in terms of
random surfaces, to gain insight into continuum theory.
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Overview

▶ This talk is about the lattice approach and its “random surface” formulations.

▶ Lattice Yang-Mills boils down to understanding expected products of
certain random matrix traces.

▶ Random surfaces considered today will be planar or higher genus maps that
are “embedded in” (or mapped to) d-dimensional space. Special embedded
maps called edge-plaquette embeddings will play a key role.

▶ Let us start with the core ideas: matrix traces and embedded maps.

▶ Then we can discuss how these topics relate to each other.

▶ Part of story on arXiv (Park, Pfeffer, S, Yu) part in prep. (Cao, Park S)

▶ arXiv paper develops techniques to treat matrix trace problem in continuum
2D Yang-Mills. Forthcoming work applies these techniques to lattice
Yang-Mills in higher dimensions.
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WARMUP PUZZLE 1: RANDOM MATRIX TRACES
▶ The heart of 2D Yang-Mills is the following random matrix question.

▶ Consider compact Lie group like U(N), O(N), SU(N), SO(N), Sp(N).
▶ Define Brownian motion on compact Lie group. See movie.

▶ Define normalized real trace by Tr(M) := 1
Nℜ

(∑N
j=1 Mj,j

)
.

▶ If M is identity then Tr(M) = 1 and Tr(−M) = −1.
▶ Generally Tr(M) ∈ [−1, 1] large if M is near identity, small if M is far.
▶ Consider A1,A2, . . .Ak where each Ai is value of independent Lie group

Brownian motion (started at identity) at time ti .
▶ Suppose that W1, . . . ,Wm are words in the Ai and A−1

i .
▶ RANDOM MATRIX PUZZLE: Compute E

∏
Tr(Wi ) in “nice” way.

▶ EXAMPLE: Explicitly compute ETr
[
A1A2A

−1
1 A−1

2

]
in terms of t1 and t2.

▶ FOLLOW UP: What about ti → ∞ limit when Ai become Haar measure?
▶ Lévy (N → ∞), Magee-Puder (ti → ∞), Chatterjee/Jafarov (ti ,N → ∞)
▶ We solve puzzle mainly using Poisson point processes, planar maps and

Wick’s formula (c.f. representation theory, Weingarten calculus, Haar measure
integration by parts). Taking limits we obtain alternate proofs of results
mentioned above. (See also Shen’s alternate proof of Chatterjee/Jafarov.)

▶ AD: If t small, matrices≈identity. And (I +M1)(I +M2) ≈ I +M1 +M2, so
products≈sums. See Narayanan-S for matrix sum spectral analysis.
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▶ Lévy (N → ∞), Magee-Puder (ti → ∞), Chatterjee/Jafarov (ti ,N → ∞)

▶ We solve puzzle mainly using Poisson point processes, planar maps and
Wick’s formula (c.f. representation theory, Weingarten calculus, Haar measure
integration by parts). Taking limits we obtain alternate proofs of results
mentioned above. (See also Shen’s alternate proof of Chatterjee/Jafarov.)

▶ AD: If t small, matrices≈identity. And (I +M1)(I +M2) ≈ I +M1 +M2, so
products≈sums. See Narayanan-S for matrix sum spectral analysis.



WARMUP PUZZLE 1: RANDOM MATRIX TRACES
▶ The heart of 2D Yang-Mills is the following random matrix question.
▶ Consider compact Lie group like U(N), O(N), SU(N), SO(N), Sp(N).
▶ Define Brownian motion on compact Lie group. See movie.

▶ Define normalized real trace by Tr(M) := 1
Nℜ

(∑N
j=1 Mj,j

)
.

▶ If M is identity then Tr(M) = 1 and Tr(−M) = −1.
▶ Generally Tr(M) ∈ [−1, 1] large if M is near identity, small if M is far.
▶ Consider A1,A2, . . .Ak where each Ai is value of independent Lie group

Brownian motion (started at identity) at time ti .
▶ Suppose that W1, . . . ,Wm are words in the Ai and A−1

i .
▶ RANDOM MATRIX PUZZLE: Compute E

∏
Tr(Wi ) in “nice” way.

▶ EXAMPLE: Explicitly compute ETr
[
A1A2A

−1
1 A−1

2

]
in terms of t1 and t2.

▶ FOLLOW UP: What about ti → ∞ limit when Ai become Haar measure?
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WARMUP PUZZLE 2: EMBEDDED PLANAR MAPS
▶ Let’s further warm up with a (Yang-Mills-related) random surface puzzle.

▶ Consider a uniformly random planar triangulation T with a fixed number of
edges/vertices and a fixed number of boundary edges/vertices.

▶ Now weight the law of T by the partition function for a 3D Gaussian free
field ϕ on T (subject to some fixed boundary conditions on ∂T ).

▶ VISUALIZATION PUZZLE: Suppose boundary values of ϕ map boundary
of T to boundary of large planar domain. What do you expect a random
instance of T to look like when embedded in 3D via ϕ?

▶ FOLLOW UP: How would you imagine a measure-preserving Glauber
dynamics (where you can resample ϕ at individual points, or remove edge to
make quadrilateral, then glue it back along other diagonal)?

▶ Did you imagine...
A. gently rippling fluctuations about an area minimizing equilibrium?
B. wildly breaking tsunamis on a Brownian-map-like fractal surface?
C. a single dancing tree that dwarfs everything else?
D. a gladiatorial arena where cannibalistic robot insects fight to the death?

▶ Let’s play the movie.
▶ AD: To visualize random planar maps using Smith embeddings see

just-posted arXiv paper: Bertacco, Gwynne, S.
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PUZZLE VARIANT: EDGE-PLAQUETTE EMBEDDINGS
▶ Consider a pair (M, ψ) where M is a planar (or higher genus) map and
ψ : M → L is a graph homomorphism. We assume that:
1. The dual graph of M is bipartite. Faces of M can be colored blue and yellow.
2. ϕ maps each yellow face of M isometrically onto a face of L.
3. ϕ maps each blue face of M onto a single edge of L.

▶ Call this an edge-plaquette embedding (EPE) because each blue face maps
onto a single edge, and each yellow face maps onto a single plaquette.



PUZZLE VARIANT: EDGE-PLAQUETTE EMBEDDINGS
▶ Consider a pair (M, ψ) where M is a planar (or higher genus) map and
ψ : M → L is a graph homomorphism. We assume that:
1. The dual graph of M is bipartite. Faces of M can be colored blue and yellow.
2. ϕ maps each yellow face of M isometrically onto a face of L.
3. ϕ maps each blue face of M onto a single edge of L.

▶ Call this an edge-plaquette embedding (EPE) because each blue face maps
onto a single edge, and each yellow face maps onto a single plaquette.



Notation

▶ Path: ρ = e1e2e3 . . . en.

▶ Cycle: ℓ is cyclic equivalence class of closed paths.

▶ String: s = (ℓ1, ℓ2, . . . , ℓk).

▶ Plaquette: p = e1e2e3e4.

▶ Matrices: Qe and Qp = Qe1Qe2Qe3Qe4 . Also Qρ for path.

▶ Wℓ is real part of trace of Qℓ.

▶ Fundamental object is E[Wℓ1Wℓ2 · · ·Wℓn ] w.r.t. measure...

▶
dνΛ,N,β(Q) := Z−1

Λ,N,β exp
(
Nβ

∑
p∈P+

Λ

Tr(Qp)
) ∏

e∈E+
Λ

dσN(Qe)

▶ Take σN to be Haar measure on group like U(N), SO(N), etc.

▶ Can replace exp with real polynomial that is large near 1 and small (but
positive) elsewhere in [−1, 1]. For example x → x100(1 + x).
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Weingarten function and symmetric group representations
▶ We want an edge-plaquette-embedding model that is useful in Yang-Mills.

▶ Need to assign “weight” to every face of L (depending on number of
plaquettes there) and every edge (depending on number and type of blue
faces there).

▶ Weingarten function W = WL is inverse in the group ring of Q(n)[SL] of the
function σ → n#cycles(σ).

▶ W(σ) depends only on the conjugacy class—i.e. on the cycle structure of σ.
Order cycles from biggest to smallest, represent by Young diagram.

▶ Not the simplest function...

W(σ) =
1

(L!)

∑
λ

[
χλ(e)χλ(σ)

∏
(i,j)∈λ

(n + j + i)
]

where χλ(σ) is the character (trace corresponding to σ in irreducible
representation represented by λ).

▶ Interpret σ as collection of blue faces (one blue face of length 2k for each
cycle of σ of length k). Then W(σ) is weight associated to given collection
of blue faces at edge.

▶ To simplify W expression we need nice way to express χλ(σ).
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From Magee and Puder



Weingarten function and symmetric group representations
▶ One approach to making a random surface is to fix the number of yellow

plaquettes of each type (so assign weight 1 to that number and 0 to all
others). Then we just have to worry about blue faces. In this case...

▶ Theorem: When gauge group is U(N), expected trace product is
proportional to

∑∏W(e) · n−2g where sum is over spanning edge-plaquette
embeddings with given plaquette numbers, and g is genus. (Variants apply to
other gauge groups.)

▶ This is related to string trajectories in Chatterjee and Jafarov with β = 0.
We can incorporate weights on yellow plaquette numbers by imagining we
first sample the number of plaquettes of each type from some law, then
employ theorem above.

▶ Still a large sum. But if number of plaquettes wants to be small, surface may
approximate minimal surface.

▶ In general there are lots of symmetries that allow cancellation (e.g. moves
that swap sign but don’t change genus). In 2D, weighted sum over all
surfaces is equivalent to weighted sum over flat surfaces. Do the battling
insects cancel themselves out in higher dimensions? At least when N = ∞?

▶ AD: Magee and Puder offer more context about Weingarten function.
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Gauge fixing, Wilson loops, basic questions

▶ Gauge fixing: reduce number of degrees of freedom.

▶ Fiddling with gauge choice can affect a loop integral by changing conjugacy
class of matrix.

▶ We think about
〈
Wℓ1Wℓ2 · · ·Wℓn

〉
. In principle if you knew all of this

information for every string you could recover the joint law of the conjugacy
classes over all loops.

▶ But this seems to be the natural way to describe the law: we want a function
from the set L of finite collections of oriented loops to the real numbers.

▶ What does this function look like? What relations does it satisfy? Is there a
continuum analog of this function? On what space and in what sense should
the continuum analog be defined?

▶ See works of Thierry Lévy and others ( e.g., Driver, Gabriel, Hall, Kemp) in
two dimensions. Look up Makeenko-Migdal.

▶ In two dimensions, gauge fixing simplifies problem tremendously. Two
dimensions can be place to test theories believed to hold in general dimension.
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▶ See works of Thierry Lévy and others ( e.g., Driver, Gabriel, Hall, Kemp) in
two dimensions. Look up Makeenko-Migdal.

▶ In two dimensions, gauge fixing simplifies problem tremendously. Two
dimensions can be place to test theories believed to hold in general dimension.



Gauge fixing, Wilson loops, basic questions

▶ Gauge fixing: reduce number of degrees of freedom.

▶ Fiddling with gauge choice can affect a loop integral by changing conjugacy
class of matrix.

▶ We think about
〈
Wℓ1Wℓ2 · · ·Wℓn

〉
. In principle if you knew all of this

information for every string you could recover the joint law of the conjugacy
classes over all loops.

▶ But this seems to be the natural way to describe the law: we want a function
from the set L of finite collections of oriented loops to the real numbers.

▶ What does this function look like? What relations does it satisfy? Is there a
continuum analog of this function? On what space and in what sense should
the continuum analog be defined?
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information for every string you could recover the joint law of the conjugacy
classes over all loops.

▶ But this seems to be the natural way to describe the law: we want a function
from the set L of finite collections of oriented loops to the real numbers.

▶ What does this function look like? What relations does it satisfy? Is there a
continuum analog of this function? On what space and in what sense should
the continuum analog be defined?

▶ See works of Thierry Lévy and others ( e.g., Driver, Gabriel, Hall, Kemp) in
two dimensions. Look up Makeenko-Migdal.

▶ In two dimensions, gauge fixing simplifies problem tremendously. Two
dimensions can be place to test theories believed to hold in general dimension.



Classical matrix-map stories

▶ Many names: Balaban, Brézin, Brydges, Chatterjee, Di Franceso, Eynard,
Feynman, Fŕ’olich, Guionnet, Harer, Itzykson, Kazakov, Kostov, Mehta,
Parisi, Seiler, ‘t Hooft, Wilson, Witten, Zagier, Zeitouni, Zinn-Justin, Zuber...
(This list is far from exhaustive.)

▶ Sample A from N-dim. GUE. How do you compute E [TrA4TrA6TrA8]?

▶ Each term of TrA4 has form ai,jaj,kak,lal,i . Represent this by a directed
square with vertices labeled i , j , k , l . One directed edge for each factor.

▶ Do same thing for TrA6 and TrA8. Get hexagon and octagon.
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Graphical representation of a term of Tr(A4)Tr(A6)Tr(A8)
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Classical matrix-map story

▶ Suppose A is sampled from GUE. How do you compute E [TrA4TrA6TrA8]?

▶ Each term of TrA4 has form ai,jaj,kak,lal,i . Represent this by a directed
square with vertices labeled i , j , k , l . One directed edge for each factor.

▶ Do same thing for TrA6 and TrA8. Get a hexagon and octagon.

▶ Wick’s theorem: if X1,X2, . . . ,X2n are jointly Gaussian, each with mean
zero, then what is E [X1X2 . . .X2n]?

▶ Answer: Consider product like E [X1X2]E [X3X4] . . .E [X2n−1X2n]. Sum over
all (2n − 1) · (2n − 3) · . . . · 1 such products.

▶ Note E [Ai,jAk,l ] = δ(i,j),(l,k).

▶ A non-zero term in the Wick expansion is an orientation-preserving,
label-compatible matching of the edges of the three labeled faces. Each such
term contributes 1.

▶ So E [TrA4TrA6TrA8] =
∑

j ajN
j where aj is number of surfaces with j

vertices. Number of faces/edges fixed. Euler’s formula: exponent depends
only on genus.

▶ Similar story for GOE but maps not orientable, weights are signed.
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Classical matrix-map story

▶ What about E [et(TrA
4+TrA6+TrA8)]?

▶ Maybe infinity?... (Can find variants where won’t be infinity.)

▶ Taylor expand. Get a formal power series, where coefficient of tk counts
surfaces (not necessarily connected) with k faces.

▶ Use log E [et(TrA
4+TrA6+TrA8)] to get formal power series counting connected

surfaces.

▶ Expansion in powers of N enumerates within genus classes.

▶ What if you have more than one matrix?
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Graphical representation of a term of
Tr(ROGB)Tr(BGBROB)Tr(GRBRBGOB)
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Classical matrix-map story

▶ Imagine assigning a matrix Av ,w with i.i.d. complex Gaussian entries to each
directed edge (v ,w) of a lattice. Actually, let’s impose constraint that Av ,w

is conjugate tranpose of Aw ,v . So we have one matrix of information for each
edge.

▶ For any oriented plaquette P can write TrP for trace of corresponding
product of matrices. Now we can formally compute E [e

∑
Tr(p)] where sum

ranges over all oriented plaquettes. Using Wick’s theorem, we get a sum of
surfaces built out of oriented plaquettes.
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We can divide each edge into approximate Gaussians

parallel swaps

opposite swap



Surface interpretations for 2D Wilson loop expectations
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Root

C. Create clockwise “lasso” for each region

D. Produce “lasso basis” word corresponding to whole loop

E. Shrink tree to point
F. “Fan out” excursion-bounded “petals” G. Note cyclic word ordering

H. Integrate over point pairings I. Cut point-root edges J. Glue edges and find genus
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A. Draw spanning tree in black, one red vertex for each face

B. Draw blue dual tree path from each red vertex to outer face
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C. Form word by recording λi whenever corresponding blue edge is crossed clockwise, λ−1
i if counterclockwise

D. Form surface containing k copies of λi face if corresponding blue path crosses k black edges.



Continuum scaling limits of random surfaces?

1/N
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U(1)× SU(2)× SU(3)

Brownian map/pure LQG
branched polymer?

gauge theory surfaces in 4D?

Can interpret d as a lattice dimension or (as we will later see) weight factor for
planar maps (based on determinant of Laplacian). Can interpret N as a matrix
dimension or as a weight factor (based on surface genus). Non-integer values of d
and N make sense. Need to handle oscillatory weighting and cancellation.



Background: determinant of discrete Laplacian
▶ Easy Gaussian integral:

∫
(2π)−1/2e−7x2/2 = 7−1/2

▶ In dimension d ,
∫
(2π)−d/2e−(x,Ax)/2 = | detA|−1/2, which we refer to as

partition function. Note that | detA|1/2 is height of normal density function
at origin. Probability Gaussian is in ϵd box is (up to 2π factors) about
ϵd | detA|1/2.

▶ Laplacian of finite connected graph (V ,E ) is linear operator ∆ from RV to
itself. Its matrix is given by

Mi,j =


1 i ̸= j , (vi , vj) ∈ E

0 i ̸= j , (vi , vj) ̸∈ E

−deg(vi ) i = j .

.

▶ Let R ⊂ RV be the set of functions with mean zero. Then −∆ : R → R is
invertible, and Kirchhoff’s matrix tree theorem states that if α is the
determinant of this invertible operator on R then α is the number of
spanning trees of V .

▶ α is also product of all non-zero eigenvalues of matrix M.
▶ The DGFF partition function can be be written∫

R
(2π)−|V−1|/2e−(f ,−∆f )/2df = α−1/2.
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