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1. Introduction

In this article, we survey the gluing formulae of the spectral invariants - the
(-regularized determinant of a Laplace type operator and the eta invariant
of a Dirac type operator. After these spectral invariants had been origi-
nally introduced by Ray-Singer [30] and Atiyah-Patodi-Singer [1] respec-
tively, these invariants have been studied by many people in many different
parts of mathematics and physics. Here we discuss the gluing formulae
of these spectral invariants. These formulae have been proved indepen-
dently by several authors using different techniques. For nice introductions
to this subject, we refer to Bleecker-Boofl-Bavnbek [3] and Mazzeo-Piazza
[21] where the reader can find many technical details and ideas of proofs.
Therefore, instead of repeating the details of these introductions, we ex-
plain one principle which holds for all the known gluing formulae of the
spectral invariants. This principle also enabled us to get a new proof of the
gluing formulae of the eta invariant of a Dirac type operator and simulta-
neously to prove the gluing formula of the (-regularized determinant of a
Dirac Laplacian [17], [18]. We hope that this article would be helpful in
the understanding of gluing formulae of the spectral invariants and other
related gluing problems in similar situations.

Now let us review briefly the history of this subject: gluing problems
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of the spectral invariants. This will help the reader to understand the
motivation of this article.

First, it is appropriate to begin with mentioning the pioneering work
of Wojciechowski. In his paper with Douglas [10], they found a striking
formula, which states that the eta invariant of a Dirac type operator over
a manifold with boundary converges to a local expression as the cylindrical
length near the boundary is getting longer and longer (the adiabatic limit).
Although they did not formulate the gluing formula of the eta invariant in
their paper [10] explicitly, this result suggested the existence of the gluing
formula of the eta invariant.

The work of Douglas-Wojciechowski [10] stimulated many mathemati-
cians working around the eta invariant, so after their paper appeared, dur-
ing the last 15 years the gluing formula of the eta invariant has been
proved independently and using different techniques by Hassell-Mazzeo-
Melrose [12], Wojciechowski [34], Bunke [6], Miiller [23], Brining-Lesch
[5], Kirk-Lesch [14], Park-Wojciechowski [27] and many others. Although
their proofs are different from each other, they altogether used the gen-
eralized Atiyah-Patodi-Singer spectral projection to impose the boundary
conditions for the Dirac operator over manifold with boundary. Among the
aforementioned works, the formula of Kirk-Lesch is the most complete in
the sense that their formula has no integer ambiguity (Bunke’s formula also
holds without the integer ambiguity) and they show the origin of the integer
contribution in their proof. In fact, they needed to use the Calderén pro-
jector for the boundary condition to formulate their formula. Hence, this
seems to suggest that the Calderén projector might be the natural projec-
tion in the gluing formula instead of the generalized Atiyah-Patodi-Singer
spectral projection.

We can also see such a suggestion from the adiabatic decomposition
formula of the {-regularized determinant of the Dirac Laplacian proved by
Park-Wojciechowski [25], [26], [27]. In their formula, the adiabatic limit
of the ratio of the (-regularized determinants of the Dirac Laplacians over
the original manifold and decomposed submanifolds is mainly described in
terms of the scattering matrices of the corresponding Dirac operators over
manifolds with cylindrical ends, which are obtained by attaching half in-
finite cylinders to the decomposed manifolds with boundaries. Here, we
can regard the scattering matrix for a noncompact manifold with cylin-
drical end as corresponding to the Calderén projector for a manifold with
boundary.

Following this suggestion - the use of the Calderén projector, Loya and
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Park [17] could find a new proof of the gluing formula of the eta invariant of
a Dirac type operator, which also provides us, simultaneously, with the glu-
ing formula of the (-regularized determinant of a Dirac Laplacian. Actually,
these formulas are not two different formulas, but just two aspects - phase
and modulus - of one unified formula. To state their formulae, they needed
to introduce an operator U which is defined by the Cauchy data spaces of
the restricted Dirac operators over the decomposed manifolds. The proof
in [17] can be easily employed for more general situations, for instance, for
noncompact manifolds [18]. (Technically, the proof in [17] does not use the
fact the variation of the eta invariant is locally computable, which holds
only for compact manifolds.)

We can also see such a suggestion in the gluing formula of the (-
regularized determinant proved in the end of 80’s by Burghelea-Friedlander-
Kappeler (BFK) [7]. In (a special case of) their formula, the ratio of the
(-regularized determinants of Laplace type operators over the original man-
ifold and decomposed submanifolds is mainly described by the (-regularized
determinant of a certain operator R over the cutting hypersurface, and this
operator R has an expression in terms of the Cauchy data spaces of the re-
stricted Laplace operators over decomposed manifolds. As we will explain,
the operators U and R can be understood under the following principle:
The gluing formulae of the spectral invariants are mainly described by the
difference of the Cauchy data spaces.

Now let us explain the structure of this article. In Section 2, we first
review the gluing formula of BFK [7] and one of its generalization [16]. In
Section 3, we explain how the operator R can be understood in terms of
the Cauchy data spaces. In Section 4, we review the gluing formulae of
the spectral invariants of a Dirac type operator proved by Loya-Park [17].
Finally, in Section 5, we explain the operator U, which plays the crucial role
in the gluing formulae of the spectral invariants of a Dirac type operator,
and its underlying meaning compared with R.

The author gives his sincere thanks to Paul Loya for his helpful com-
ments and the referee for corrections and suggestions, all of which consid-
erably improved this article.

2. Gluing formula of the {-regularized determinant of a
Laplace type operator

In this section, we review the gluing formula of the (-regularized deter-
minant of a Laplace type operator. This type of formula was first proved
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by Burghelea, Friedlander and Kappeler (BFK) in [7] where they call this
a Mayer-Vietoris type formula. Although their formula holds for a more
general situation, that is, more general differential operators and general
local elliptic boundary conditions, here we just restrict our discussion to a
Laplace type operator and the Dirichlet boundary condition.

Now let us explain the BFK formula in more detail. Let M is a compact
manifold and Y is a hypersurface in M, which decomposes M into two
submanifolds M_ and M (here we assume that M_ is the left side manifold
and M, is the right side manifold). Hence we have

M=M_UM,, Y=M_nNnM,.
Let us consider a Laplace type operator over M,
Ay H*(M,E) — L*(M, E),

where F is a Hermitian vector bundle over M. For the restrictions of Ay
to M_ and M., we impose the Dirichlet boundary conditions so that we
obtain

Anre = Anrlary + dom(Any, ) = {¢ € H* (M, E) [10(¢) = 0}
— L*(My,E)

where v : H2(My,E) — H2(Y, Ey) (Eo := E]y) denotes the restriction
map to Y. Now let us recall that the (-function of Ay, is defined by

! ] /000 51 [Tr(e_tAM) — dimker Ay dt (1)

C(S; AM) = m

for Rs > 0 and this has the meromorphic extension over C with s = 0 as
a regular value. Then the (-regularized determinant of A,; is defined by

deteAps = exp(—C'(0, Apg)). 2)

The (-regularized determinant of Ay, , det¢Aps, is defined in a similar
way as det¢Aps. Now a natural question in this circumstance is the relation
of det¢Apr with dete Ay, det¢Apy,, and the BFK formula gives us the
answer to this question.

To explain their formula, we need to introduce an operator R acting
on C*(Y, Ep), which is defined as follows: First, given f € C*(Y, Ey),
let us denote by ¢4+ the (assumed to be unique) solutions of the Dirichlet
problems for the restrictions of Ajy; to My:

Apm¢i =0 over Mi\Y,  odily =f
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Then, the operator R is defined by
Rf = (9ud-)y = (uds)]y

where u is the normal variable to Y such that +9, is the inward directional
derivative for M.

Remark 2.1. For R to be well defined, we need the condition that the
Dirichlet problem of Aps|a, has a unique solution. This is the case for
the Laplace-Beltrami operator acting on the space of k-forms (see Remark
3.1). We always assume that the Laplace type operator Ay, satisfies this
condition in this article.

It is known that R is a nonnegative pseudodifferential operator over Y
of order 1, hence its (-regularized determinant is well defined. Now we are
ready to state the BFK formula.

Theorem 2.1. [7] When ker Apy = {0}, we have

detcA]\/[
detcAM+ . detCAM_

= CO(Y) - det;R (3)

where C(Y') is a constant depending only on the symbols of Anr, Apr,, R
over'Y .

The BFK formula in (3) describes the ratio of detcAps and dete Ay, -
detcApr_ in terms of det:R modulo the constant C(Y’), which can be con-
sidered as data near Y. Note that although the operator R is defined
over Y, R contains global information over M via the null solutions of the
restrictions of Ay to M.

Remark 2.2. By definition of R, ker Ay, = {0} implies that ker R = {0}.
Hence, under this condition, all the operators occurring in (3) have trivial
kernels. Without this condition, we have an additional term on the right
side of (3).

Remark 2.3. When we assume that Aj; has the following product form
over a collar neighborhood U 2 Y x [-1,1], of Y,

d2
du?
where v denotes the variable of the normal direction to Y and Ay is a

Laplace type operator over Y, we can obtain the exact value of C(Y) as in
[9], [15], [28],

Anlu = + Ay

C(Y) =27¢0Av)=hy, (4)
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Here ((s, Ay) is the (-function of Ay and hy := dimker Ay.

For a noncompact manifold M, the operator e **M is not of trace class.
Hence the (-regularized determinant cannot be defined as in compact case.
But, in this case, one can use the b-trace of Melrose [22] or the relative
trace of Miiller [24] instead of using the ordinary trace of e *A™. For the
(-regularized determinant defined by the b-trace or relative trace over a
noncompact manifold, its gluing formulae have been proved by Hassell-
Zelditch [13] for the decomposition of M = R? into a compact smooth
domain and its complement, and by Carron [9] for the general noncompact
case. Here we just explain one generalization of the BFK formula in (3)
for a noncompact manifold X with cylindrical end. The manifold X with
cylindrical end has the following decomposition,

X=NUyZ

where N is a manifold with boundary ¥ and Z 2 Y x [0,00),. We may
assume there is a collar neighborhood W = Y x [-1,0], of ¥ within N.
We consider a Laplace type operator Ax acting on C*°(X, E) where E is a
Hermitian vector bundle over X. We also assume product structures of the
Riemannian metric of X and the Hermitian metric of E over W Uy Z =
Y x [-1,00),. Finally we assume the following expression of Ax over
W Uy Z,

2
du?
where Ay is a Laplace type operator over Y. As before, we impose the
Dirichlet boundary conditions for the restrictions of Ax to N and Z and

denote by Ay, Ay the resulting operators. Then the relative (-function
for (Ax,Ayz) is defined by

(s, Ax,Ay) = F(ls)(/ol—i-/loo)ﬁl Tr(e 4% — 7 127) dt.

Ax|lwuyz = + Ay (5)

Here the integral fol - dt has a meromorphic extension from $s > 0 to C and
the integral floo -dt has a meromorphic extension from Js < 0 to C. The
resulting meromorphic extension of (s, Ax,Az) is regular at s = 0. (In
the above definition of ((s, Ax,Ayz), the relative trace Tr(e tAx — ¢~tA7)
contains the zero eigenvalues of Ay, but these are cancelled out after taking
the sum of fol ~dt and [~ -dt.) Then the relative (-regularized determinant
is defined by

detc(Ax,Az) = exp ( — CI(07Ax, Az))
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To explain the generalization of the BFK formula to manifolds with cylin-
drical end, we need to introduce some more notations. Let {u;} be an
orthonormal basis for the kernel of Ax on L?(X, E) and let {U;} be a ba-
sis of the ‘extended L2-solutions’ (bounded solutions of AxU; = 0) such
that at oo on the cylinder, {U;j(cc)} are orthonormal in L?(Y, Ey) where
Ey := Ely. Let v; = u;|y and V; = Uj|y be the restrictions of u; and Uj,
respectively, to the hypersurface {0} x Y. It can be shown that the sections
{v;,V;} are linearly independent in L?(Y, Ey), therefore both operators

L=> vev, L=> VeV
- .

J

are nonnegative linear operators on the finite-dimensional vector space V =
span{v;, V;} C L*(Y, Ey). Since the set {v;, V;} is a linearly independent
set spanning V', the operator

L+L:V —V

is positive. In particular, det(L—&—z) is nonzero. Now we can state the main
result of [16].

Theorem 2.2. [16] The following equality holds,

detc<Ax, Az) _ 2—C(O,Ay)—hy detCR~
det¢cAn det(L + L)

where (s, Ay) is the (-function of Ay and hy = dimker Ay .*

(6)

Remark 2.4. Originally the formula (6) was given in terms of the b-trace
in [16]. We refer to [16] for this and an elementary introduction to the
b-trace. Since we do not assume any condition on the kernel of Ay, we
have the additional term det(L + L) on the right side of (6) (see Remark
2.2). By the product structure in (5), we could obtain the explicit form of
the constant C(Y) = 27¢(0:AY)=hy a5 in (4).

3. The operator R and the Cauchy data spaces of Laplace
type operator

The discussion in this section holds for a more general situation, but we
just restrict our concern to the closed manifold M. The main purpose of

aAfter [16] was completed, we learned that this result was also proved in “Regularized
determinants of Laplace type operators, analytic surgery and relative determinants” by
J. Miiller and W. Miiller.
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this section is to investigate the operator R in terms of the Cauchy data
spaces of Apr|ar, -

Now we recall the operator Ap; over M which is decomposed into
M_, My by the hypersurface Y. The trace map < is defined by

@) = (Bly., (Bud)ly) : HA(M, E) — H2 (Y, Eg) @ H= (Y, Eo)

where Ej := E|y. Here u denotes the normal variable for the collar neigh-
borhood U 2 Y x [-1,1], of Y and %0, is the inward directional normal
derivative to M. Then the restriction Ay := Aps|p, determines the
Cauchy data space H(AL) defined by

H(Ax) = { (f,9) € C*(Y, Eo) & C(Y, Eo) | 3¢ € C(My, E)
such that Ap¢ =0 on My \Y and ~(¢) = (f,9) }.

Hence, H(AL) consists of the pair of the Dirichlet and Neumann data of
Ay over M.

The Dirichlet-to-Neumann operator N1 over C*°(Y, Ey) is defined to
be the map sending f € C*°(Y, Ey) to the corresponding Neumann data
g € C=(Y, Ep) such that (f,g) € H(AL). Note that the well-definedness
of N1 (ker Ni = {0}) is equivalent to the condition that the operator Ay
with the Dirichlet (Neumann) boundary condition has no null solution.

Remark 3.1. Let us consider the case of the Laplace-Beltrami operator
(d + d*)? acting on the space of k-forms over a manifold with boundary.
The operator (d + d*)? with the Dirichlet boundary condition has no null
solution. Indeed, a null solution of (d + d*)? would also be a null solution
of d + d* by the Green formula. But, this is impossible by the unique con-
tinuation theorem for d+d* [2]. Hence, the Dirichlet-to-Neumann operator
for the Laplace-Beltrami operator is well defined.

Under the condition assumed in Remark 2.1, the operator Ay defines its
graph which is exactly H(AL). We refer to [29], [20] for some more detailed
explanations about the Dirichlet-to-Neumann operator and its application
to the relative formula of the Dirichlet/Neumann Laplacians.

Now, recalling the definition of R and N5, we can easily see that

R:N_*N_g_ICOO(Y,E())—>COO(Y,E0). (7)

Hence, we can see that the operator R describes the difference of two
Cauchy data spaces H(A+) in the sense that

(LR = (FLN-f) = (N f) - for (fN2f) € H(A).
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In conclusion, the gluing formula of det¢Ajy; is mainly described by the
difference of the Cauchy data spaces H(AL).

4. Gluing formula of the spectral invariants of a Dirac type
operator

In this section, we discuss the gluing formulae [17] of the spectral invariants
of Dirac type operators, that is, the eta invariant of a Dirac type operator
and the (-regularized determinant of a Dirac Laplacian.

Let D be a Dirac type operator acting on C°°(M,S) where M is a
closed compact Riemannian manifold of arbitrary dimension and S is a
Clifford bundle over M. Let Y be an embedded hypersurface in M which
decomposes M into two submanifolds M_ and M, . Hence we have

M=M_UM,, Y=M_nM,.

We assume all geometric structures are of product type over a tubular
neighborhood U = [—1,1], X Y of Y where the Dirac operator takes the
product form over U,

D|u = G(Bu + l)y)7

where G is a unitary operator on Sy := S|y and Dy is a Dirac type operator
over Y satisfying G?> = —Id and DyG = —GDy. Recall that the eta
function of D and the zeta function of D? are defined through the heat
operator e~*P” by

1 s
n(S,D) = 57_,’_1/ t 2 T‘I‘(De_tbz) dﬁ,
L(55=) Jo

1 o0
((s,D?) = 7/ 571 Tr(e*P") — dim ker D] dt,
I'(s) Jo
which are defined a priori for s > 0 and extend to be meromorphic
functions on C that are regular at s = 0. The eta invariant and the reduced

eta invariant of D are defined by

1
n(D) :=n(0,D), (D) = é(n(O,D) + dim ker D),
and the (-determinant of D2, detD? is defined as in (2) using (s, D?).

By restriction, D induces Dirac type operators D4 over My. For these
operators, we choose orthogonal projections P over L?(Y, Sy) that provide
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us with well-posed boundary conditions for Dy in the sense of Seeley [33].
Then the following operators

Dp, : dom(Dp, ) — L*(My, S) (8)
where

dom(Dp,) :=={¢ € H' (My,S) | P+(d]y) =0},

share many of the analytic properties of D; in particular, they are Fredholm
and have discrete spectra, but are not necessarily self-adjoint. Amongst
such projectors are the (orthogonalized) Calderén projectors C4 [8], [32]
which are projectors defined intrinsically as the unique orthogonal projec-
tors onto the closures in L?(Y, Sp) of the infinite-dimensional Cauchy data
spaces of D4:

H(Dy) :={ feC®(Y,S)|3p € C®(My,S) such that
Dp=0 on My \Y and ¢ly =f}. (9)

To state our main theorem, we recall that the Calderén projectors C4

1 /1d st
Ci n 5 (Hi Id ) (10)
with respect to the decomposition L?(Y,Sg) = L?(Y,St) & L*(Y,S7),
where ST C Sy are the (£i)-eigenspaces of G. The maps

have the matrix forms

ki o L2(Y,8) — L*(Y,87) (11)

are isometries, so that U := —n,/ﬂl is a unitary operator over L?(Y,S7),
which is moreover of Fredholm determinant class. The last property follows
easily from the fact that the differences of C+ and the Atiyah-Patodi-Singer
spectral projections are smoothing operators; we refer to [31] for the details.
We denote by U the restriction of U to the orthogonal complement of its
(—1)-eigenspace. We also put

ha

L:=) v®v (12)
j=1

where hp; = dimker D and v; = u,|y with the orthonormal basis {u;} of
ker D. Then L is a positive operator on the finite-dimensional vector space
(ker D)|y. We are now ready to introduce the main result of [17].
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Theorem 4.1. [17] The following gluing formulae hold:

detCDz
det¢Dz - det¢Dz,

. 74771
— 9-¢(0.D3)~hy (det )2 detF(M)

- . N 1
(D) —7(De_) — n(Dc+) = i Logdetp U mod Z,

where ((s, D%) is the C-function of D%, hy = dimker Dy, detr denotes
the Fredholm determinant, and Log the principal value logarithm.

We can replace the Calderén projector C+ in the gluing formulae in
Theorem 4.1 by other orthogonal projection in the smooth, self-adjoint
Grassmannian Gr’ (D+), which consists of orthogonal projections P such
that Py — C4+ are smoothing operators and GP+ = (Id — P1)G. Let P; €
Gri (D-) and Py € Gri (Dy). Then the eta invariant of Dp, and the (-
regularized determinant of D72?1, are well defined by the results of Grubb [11]
and Wojciechowski [35]. The orthogonal projections P; and Py determine
maps /1 and k2 as in (10), and we define

Uy = K-y ', Us = Kok, Urs == —K1ky " over L*(Y,S7).

As before, let us denote by [71- the restriction of U; to the orthogonal com-
plement of its (—1)-eigenspace. We define the operator L; over the finite-
dimensional vector space ran(C_) Nran(Id — P;) by

Li=—-P GR'GP (13)

where R_ is the BFK operator for the double of (D_)? (see chapter 9 of
[4] for the double construction), and P; is the orthogonal projection onto
ran(C_) Nran(Id — P;). Then L; is a positive operator [19]. We define
L5 in a similar way. We can now state the general gluing formulae for the
spectral invariants of Dirac type operators.

Theorem 4.2. [17] The following general gluing formulae hold:

det D2 > 2Ad+ U + U~
— 9=€0.Dy)=hy (qet L) 2 det (—)
det D%, - detcD3, (det L) detr 4
2 73 7—1
21d + U; + U1\ !
(et Ly) (A) ,
4
i=1
1

7(D) = (Dp,) = 71(Pp,) = 5~ Logdetr Ur» mod Z.
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Remark 4.1. As in Theorem 2.2, we can generalize Theorem 4.2 to non-
compact manifolds with cylindrical end. We refer to [18] for this result and
its proof.

The gluing formula of the eta invariant in Theorem 4.2 (when P; are
the generalized Atiyah-Patodi-Singer spectral projections) has the same
form as (or its reduced form modulo Z of) the gluing formulae proved by
Hassell-Mazzeo-Melrose [12], Wojciechowski [34], Bunke [6], Miiller [23],
Briining-Lesch [5], Kirk-Lesch [14], Park-Wojciechowski [27]. In this for-
mula, the data given by the Calderén projector or the Cauchy data spaces
are cancelled so these data do not appear in the gluing formula. This is
the main reason that the important role of the Cauchy data spaces in the
gluing formula of the eta invariant has not been noticed before the work of
Kirk-Lesch [14]. But, in the gluing formula of the (-regularized determi-
nant in Theorem 4.2, these terms appear via U with the additional terms
(/]\i when we impose boundary conditions given by orthogonal projections
other than the Calderén projectors C+. Comparing the gluing formulae in
Theorems 4.1 and 4.2, we can see that the Calderén projectors are the most
natural projections for the gluing formulae of the spectral invariants since
imposing the boundary conditions by these projections makes the formulae
the simplest possible.

5. The operator U and the Cauchy data spaces of a Dirac
type operator

In this section, we investigate the operator U, which appears both gluing
formulae of the (-regularized determinant and the eta invariant in Theorem
4.1. The purpose of this section is to explain that the unitary operator U
also describes the difference of the Cauchy data spaces H(D4 ) as R did the
difference of H(AL).

As before, let us consider the operator D over the closed manifold M
which is decomposed into M_, My by the hypersurface Y. (The following
discussion holds for more general situations, but we just restrict our concern
to the closed manifold M.) Now let us recall that H(D4) consists of the
boundary values of the null-solutions of Dy over M4 (see the definition (9))
and the (orthogonalized) Calderén projectors C+ are the unique orthogonal
projectors onto the closures of H(D+), H(D+) in L*(Y, Sp).

To explain the underlying meaning of U, let us explain how we could
derive the definition of the operator U by modelling on the operator R.

First, let us recall the expression of R in (7) with Ay and that Ny
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determines H(AL) as its graph. So, our task is to find the operator whose
graph is H(D+). Noting that the Calderén projector C+ has the matrix
form in (10), we can see that k4 determines (the closure in L?(Y, Sp) of)
H(D4) as its graph.

Now the question is how we define U using x+. We here observe that
H (D<) is a Lagrangian subspace in L?(Y, Sy) with respect to the symplectic
form (G , ). Hence, there is the unitary operator over L?(Y,S~) which
transforms H(D4) to H(D_), that is, describes the difference of them.
From this reasoning, we can see that the operator /Lfijrl does this since

(z, k) = (7, (k—k{ )KiT) for (z,k1x) € H(Dy).

But, we actually need to find the unitary operator which transforms the
Cauchy data space of D} to H(D_), where D7 is the reflection of the Dirac
type operator D to the manifold M7, which is the left side manifold on the
double of M, . This is because M (M_) is a right (left) side manifold and
we have to compare the Cauchy data spaces over the left side manifolds
to measure the true difference of the Cauchy data spaces. Recalling the
double construction in chapter 9 of [4], we can see that the corresponding
Calderén projector C} on the left side manifold M7 to C on M, is given

by
1/ 1d —ki'
Id-Cy == .
T2 (m Id )
Therefore, the operator —x, determines the Cauchy data space H(D3)
as its graph. In conclusion, we can see that U = —n,nll is the correct
operator measuring the true difference of the Cauchy data spaces.

The interesting point is that we can obtain the modulus and the phase
data from U via the following equality:

(57 = v (),

where the principal logarithm of the first factor U, LogU describes the
gluing formula of the eta invariant and the second modulus part describes
the gluing formula of the (-regularized determinant in Theorem 4.1. In fact,
this is not a simple coincidence but follows from the deep relation between
the eta invariant of the Dirac operator and the (-regularized determinant
of the Dirac Laplacian as the proof of Theorem 4.1 shows. We refer to [17]
for the details of its proof.
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