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Eighteenth-century science, following the Newtonian 
revolution, has been characterized as developing the 
sciences of organized simplicity, 19th century science, 
via statistical mechanics, as focusing on disorganized 
complexity, and 20th- and 21st-century science as 
confronting organized complexity. 
Nowhere is this confrontation so stark as in biology. 
Nowhere are new conceptual tools so deeply needed. 

“Origin of Order” Stuart Kaufman





The goal of this lecture: get a global view of Biology



Outline

• Biology by numbers

• Genome

• Gene expression, genetic switch

• Foldings and functions of RNA



1. Biology by numbers

http://bionumbers.hms.harvard.edu

Physical Biology of the Cell by R. Philips et al. 

http://bionumbers.hms.harvard.edu
http://bionumbers.hms.harvard.edu
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VE .Coli ≈ 1µm
3 = 1 fL

mE .Coli ≈ 1pg

ρE .Coli ≈ 1g / mL ≈ ρwater

molecule / 1 fL =
1mol

6 ×1023 ×10−15 L
≈ 2nM1



Dry mass of the cell (30% of 1pg) = 0.3 pg 

Half of the dry mass (=0.15 pg) = proteins

1 Da = mass of a hydrogen atom = 
1

6 ×1023
g = 1.6 ×10−24 g

1 amino acid = 100 Da

average protein size (E. coli) = 300 a.a. → 30,000 Da

Nprot =
0.15pg
30,000Da

=
0.15pg

30,000 ×1.6 ×10−24 g
≈ 3×106
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membrane proteins

cytoplasmic proteins

Water is 70 % of the cell mass (mE .Coli = 1pg)

mwater = 0.7pg
→

Nwater =
0.7pg

18Da × (1.6 ×10−24 g / Da)
≈ 2 ×1010

cf. average copy number of 
proteins: 167



There are 2 ×106 proteins in  cytoplasm

cprot = 2 ×10
6 /1µm3

dprot− prot = c
−1/3 =

103nm( )3
2 ×106
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⎜
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⎞

⎠
⎟
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1/3

= 500nm( )1/3 ≈ 8nm

8 nm
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20% of the protein complement of a cell = ribosomal proteins
Ribosome (70S) = Large subunit + small subunit
Large subunit (50S) = 23S r-RNA + r-proteins
Small subunit (30S) = 16S r-RNA + r-proteins     

S : Svedberg constant (sedimentation constant) 
- A heavier particle sediments faster in the centrifugation, thus have a 
larger S value.

ribosome (2.5MDa) r − RNA :
r − protein :

⎧
⎨
⎪

⎩⎪

2/3 of the mass
1/3 of the mass

mr− protein = 830,000Da
Mr− protein = 20% × Mprotein

∴Nribosome =
Mr− prot

mr− prot

=
0.2 × 0.15pg
830,000Da

= 20,000

≈ 19,000

RIBOSOME



yeast cell : model system to study a single eukaryote cell

Cells

 Lyeast  5µm Vyeast =
4
3
π 2.5µm( )3 ≈ 60µm3 ≈ 60VE .Coli

Ngenome ~ 1.2 ×10
7bp

 
Nnucleosome 

1.2 ×107bp
200bp / nucleosome

= 60,000

Nprotein
Yeast ≈ 60 × Nprotein

E .Coli

Nlipid
Yeast ≈

2 × 0.5 × 80µm2( )
0.5nm2 ≈ 2 ×108



Important model organisms in Biology
• Bacteriophage: Gene structure, gene regulation
• E. coli : Genetic network (lac operon), flagella
• Yeast (S. cerevisiae) : 

– Cell cycle, genetics, cell biology
– quick and easy to grow

• Flies (Drosophila melanogaster) 
– Easy to grow, rapid generations
– Easy mutation induction, many observable mutation
– Giant chromosome in salivary glands that can be examined under a light microscope
– Molecular genetics, Population genetics, Developmental biology

• C. elegans  
– Excellent model of the genetic control of development and physiology
–  The first multicellular organism whose genome was completely sequenced. 

• Mice 
– Genome size and organization is very similar to human’s 
– Small, easy to breed, ideal for lab study.  
– Transgenic, knock-out mouse. 

• Human
– cf) HeLa (Henrietta Lacks) cell 

• A cell type in an immortal cell line used in scientific research
• Oldest and most commonly used human cell line. 
• Incredibly hardy, which makes them useful for medical research 
• The line derived from cervical cancer cells of a patient taken on 1951 
• No aging, no programmed cell death (apoptosis) 

• and others (Giant squid) .... 



Bio“polymers”
• Cells are made of biopolymers (DNA, RNA, 

proteins, cytoskeletal filaments, ....) 
• Length : 
• Size : 
• Flexibility (persistence length)

L = N × a

Rg ~ N
ν

 
u(s) ⋅ u(s ') = e− |s− s '|/lp

R2 = ds ds '
0

L

∫ e− |s− s '|/lp
0

L

∫ = 2Llp 1−
lp
L
1− e−L /lp( )⎡

⎣
⎢

⎤
⎦
⎥



Length (contour length)
L = N × a

Protein length varies considerably from dozens to thou-
sands of amino acids. Recent determination of the

complete genome sequences of representative organisms
from the three domains of life, Archaea, Bacteria and
Eukarya, makes it possible for the first time to study the
distribution of the length of all proteins encoded in a
genome and to compare the distributions across the main 
lineages of life. Here, I report that the mean protein length
is 40–60% greater in eukaryotes than in prokaryotes and
discuss the possible biological significance of this 
phenomenon.

The mean and median lengths of the proteins from 22
species whose genomes have been completely sequenced
are presented in Fig. 1a. The means and medians are
smallest for archaebacteria and greatest for eukaryotes.
For instance, the mean protein lengths (MPLs) for the five
archaeal species are between 237 and 282 amino acids,
with an average of 270 !9. This number becomes 330 !5
for 15 bacteria and 449 !25 for two eukaryotes. Note that
the MPL estimates of eukaryotes are likely to be conservative
because of the current limitations of gene-identification
tools1. Nevertheless, given the fact that a considerable
number of proteins are shared among all species2 and that
horizontal gene transfers occur frequently3–6, the dramatic
difference in MPL across the three domains is surprising.
The equality of MPL across domains can be rejected 
statistically (P "0.0001, bootstrap test). This test is possible
because the organisms studied within each domain are
only phylogenetically distantly related, with the exception
of two Mycoplasma species and two Chlamydia species,
and a test without using these species gave the same result.
By contrast, within each domain, MPLs are rather similar,
despite the distant evolutionary relationships among
species. An analysis of variance shows that the variation
(mean squares) of MPL among the three domains is about
58 times that found within domains (F[2,19] #58; P "10–8).
Similar patterns are observed when the median protein
length is considered. Together, these observations suggest
that the difference in protein length among domains is not
simply because of the independent evolution and accu-
mulation of random mutational changes in the three
domains but, rather, that it has biological reasons.

To further characterize the variation in protein length
within a species, I computed the protein-length distributions
for representative organisms of the three domains: archae-
bacterium Methanococcus jannaschii (Mja), eubacterium
Haemophilus influenzae (Hin), monocellular eukaryote
Saccharomyces cerevisiae (Sce), and multicellular eukaryote
Caenorhabditis elegans (Cel) (Fig. 1b). The distributions 
for Mja and Hin are quite similar, and they are similar to
the distributions for other archaeal and bacterial species
examined. But the difference between the prokaryotes and
the two eukaryotes is dramatic (Fig. 1b). Apparently, the
proportion of big proteins ($500 amino acids) is greater in
eukaryotes than in prokaryotes. Interestingly, the distributions
for the two eukaryotes also differ substantially, suggesting a

distinction between monocellular and multicellular organ-
isms7, although use of different gene identification tools in
analysing the two eukaryotic genomes might also have 
contributed to the disparity. The observed protein-length
distributions can be fitted by the gamma or lognormal 

Protein-length distributions for the
three domains of life

OutlookGENOME ANALYSISProtein-length distributions for the three domains of life
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FIGURE 1. Distributions of protein lengths of 22 completely
sequenced genomes

(a) Mean and median protein lengths. A, B and E stand for Archaea, Bacteria and Eukarya, respectively.
The species names are abbreviated as follows. A: Afu, Archaeoglobus fulgidus; Ape, Aeropyrum pernix;
Mja, Methanococcus jannaschii; Mth, Methanobacterium thermoautotrophicum; Pho, Pyrococcus
horikoshii. B: Aae, Aquifex aeolicus; Bbu, Borrelia burgdorferi; Bsu, Bacillus subtilis; Cpn, Chlamydia
pneumoniae; Ctr, Chlamydia trachomatis; Eco, Escherichia coli; Hin, Haemophilus influenzae; Hpy,
Helicobacter pylori; Mge, Mycoplasma genitalium; Mpn, Mycoplasma pneumoniae; Mtu, Mycobacterium
tuberculosis; Rpr, Rickettsia prowazekii; Syn, Synechocystis PCC6803; Tma, Thermotoga maritima; Tpa,
Treponema pallidum. E: Cel, Caenorhabditis elegans; Sce, Saccharomyces cerevisiae. The annotated
genome sequences were downloaded from GenBank for all species except Tma, Sce and Cel, which were
downloaded from http://www.tigr.org/tdb/mdb/tmdb/tmdb.html, http://www.mips.biochem.mpg.de and
http://genome.wustl.edu/gsc/C_elegans/, respectively. (b) Protein-length distributions for Mja, Hin, Sce
and Cel. (c) Fitting the protein length variation of Hin by the gamma and lognormal distributions. The
shape parameter (%) of the gamma distribution is estimated by m2/var, where m and var are the mean
and variance of the protein-length distribution, respectively. The % estimates for the 22 species are: Afu,
2.27; Ape, 1.94; Mth, 2.09; Mja, 1.98; Pho,1.91; Aae, 2.85; Bbu, 2.19; Bsu, 1.32; Cpn, 2.07; Ctr, 2.04;
Eco, 2.33; Hin, 2.29; Hpy, 1.76; Mge, 2.02; Mpn, 1.97; Mtu, 1.66; Rpr, 2.09; Syn, 1.63; Tma, 2.57; Tpa,
2.32; Cel, 1.23; Sce, 1.56. The lower the % value, the greater the variation of the protein length.

Proteins

cf. Largest protein size : titin
33423 aa



Length (contour length)
L = N × a

DNA

a = 0.34nm

10.5bp / pitch

N=3×109 bp (human)

N=5×106 bp (E. coli)
N=1.2×107 bp (yeast)



Size 

Rg = aN
ν

protein

Hong, Lei

Ours... 
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Size 

Rg = aN
ν

RNA

P!r" = ! exp#−
1

1 − x2$ , !6"

where x= lpr /RG
2 and ! is an arbitrary constant. In practice

Eq. !6" accurately describes P!r" computed using the coor-
dinates of RNA structures when r /Rg"1. We determined lp
by fitting the P!r" function for RNA structures to Eq. !6".

Recently, we used Eq. !6" to analyze small angle x-ray
scattering data. We showed that lp for the Azoarcus ribozyme
changes by a factor of 2 as the molecule folds upon addition
of counterions !Mg2+ or Na+". Although the structural basis
for the success of WLC in describing certain properties of
folded RNA is unclear, Eq. !6" is useful in analyzing scatter-
ing data.

For purposes of comparisons we have also calculated
P!r" for folded structures for 56 000 protein chains. To our
knowledge the persistence length of proteins has not been
directly measured. We obtain lp by fitting P!r", obtained
from the coordinates of the structures in the PDB, to Eq. !6".

III. RESULTS

Distribution of RNA structures as a function of N. From
the distribution of P!N", the number of RNA structures in the
PDB as a function of chain length !N" in Fig. 1, we find that
%70% of the database contains N in the range 10#N#30.
The peak in P!N" in the range 70#N#80 is due to the large
number of tRNA structures that have been determined in
various conditions. The peaks at N&1500 and N&3000 cor-
respond to 16S and 23S ribosomal RNAs, respectively. Com-
pared to statistics of protein structures !see Fig. 1, inset",
RNA structures are more clustered at small values of N but
span a broader range of N. However, this distribution is un-
related to the number of RNA molecules that are relevant to
biological functions. There is a broad range in N that repre-
sents noncoding RNAs. For example, the length of human
ncRNA functioning in gene silencing process is %100 000
nucleotides.23 From Fig. 1, which reflects the current status
in RNA structure determination, it is clear that there is a
large gap between the total number of functional RNAs and

those with known three dimensional structures.
Size of RNA obeys the Flory law. If the overall shape of

RNA is spherical then its volume, an extensive variable, is
V&!4$ /3"RG

3 , with RG being the radius of gyration. For ac-
curate computation of volumes one should use the hydrody-
namic radius instead of RG. Because V%a3N, where a is a
characteristic length !approximately the distance separating
two consecutive nucleotides", it follows that RG%aN1/3. This
general result was first derived by Flory who showed that
RG%aN%, where %=1/3 for maximally compact structures.
Because RNA is a polyelectrolyte its RG depends on the con-
centration of counterions !C". At low values of C, RNA is
expanded and the transition to a compact structure occurs
only when C exceeds a critical value.

We calculated RG, using Eq. !1" !see Sec. II", for the
1155 “folded” RNA structures. A plot of RG as a function of
N confirms the Flory result. From the plot in Fig. 2!a" we
find that, for the folded RNA structures, RG can be accurately
calculated using

FIG. 1. Distribution of RNA structures in the Protein Data Bank !PDB" as a
function of chain length N. The arrows show the N values for 16S and 23S
ribosomal RNAs, respectively. The inset shows the same plot for protein
structures.

FIG. 2. !a" Radius of gyration as a function of N. The straight line is a fit to
the data that shows the scaling law RG=5.5N0.33 Å. The correlation coeffi-
cient if 0.94. If data for N"300 are neglected we found RG=5.6N0.33 with a
correlation coefficient of 0.92 !fit in green". The data points inside the circle,
which deviate significantly from the scaling law, correspond to the structures
that are similar to dsDNA !PDB code: 1H1K". We excluded these structures
from the fitting procedure. For comparison the plot of RG as a function of N
for 13 704 monomeric proteins is shown in the inset. The linear line corre-
sponds to RG=3.1N0.31 Å with a correlation coefficient of 0.89. !b" Distance
distribution of neighboring phosphor atoms along the RNA backbone. The
distance RP-P corresponds to separation of the backbone P atoms between ith
and !i+1"th nucleotides, where i=1,2 , . . . , !N−1".

194905-3 Size, shape, and flexibility of RNA structures J. Chem. Phys. 125, 194905 !2006"

Downloaded 19 Nov 2006 to 132.239.69.25. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp

Rg = 5.5N
0.33 A

o



dNbp

dt
≈
Nbp

τ cell
≈
5 ×106bp
3000sec

≈ 2000bp / secReplication (or 1000bp/sec per DNA replication complex)
Biochemical study found 250-1000bp/sec range
Let’s take it 800 bp/sec. 

Protein synthesis
dNprotein

dt
≈
Nprotein

τ cell
≈
3×106 proteins
3000sec

≈ 1000proteins / sec

→
(3×106 ) × 300a.a.

3000sec
≈ 3×105a.a / sec

Transcription 40nt / sec/ RNAP
typical length of transcript : 3nt / a.a × 300a.a ≈ 1,000nt
The time to produce a transcript using an RNAP  ~ 25 sec

protein synthesis rate per ribosome  
= 3,000,000 proteins/3000 sec /20,000 ribosomes
= 0.05 proteins/sec/ribosome → 15 aa/sec/ribosome

Estimating the rate of biological processes

800 bp/sec

40 nt/sec

15 aa/sec
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1eV≈38.7kBT~40kBT

1kBT = 4.14 pN×nm = 4.14×10-21 J = 0.59 kcal/mol at 300 K

Biomolecules are “marginally” stable; thus their dynamics are 
susceptible to thermal fluctuations, external noises.  

The characteristics of “marginal stability” allow biomolecules to adapt 
their conformational states into, if any, an alternative form.  

However, for some molecules or as the size of molecules grows the 
thermal fluctuation itself is not sufficient to trigger the conformational 
transitions within a biologically relevant time scale. In this case, 
various cofactors, NTPs, or interaction with other molecular machines 
are used as free energy sources (active process).    

Energy scale relevant for biomolecules



 AB A + B

ΔG = kBT logKd = kBT log
[A][B]
[AB]

≈ kBT log10
−9 = −2.3× 9kBT ≈ −20kBT

Typical protein-protein
dissociation free energy

≈ 20kBT (Kd = 1nM )[1molecule / cell]
≈ 14kBT (Kd = 1µM )[10

3molecules / cell]
≈ 7kBT (Kd = 1mM )[10

6molecules / cell]

Thermal energy scale (at 300K)

kBT = 4.14 ×10−21J = 4.14 pN ⋅nm

  0.59kcal / mol

Insulin dimer : 7 kcal/mol 
Trypsin-PTI   :  18 kcal/mol
Haemoglobin αβ dimer : > 11 kcal/mol

(Kd = 10
−5M )

(Kd = 10
−13M )

(Kd << 10
−8M )

Binding Free Energy 



where the brackets h…i indicate averaging over all the proteins in
a proteome. ForEscherichia coli, for example, the average protein
length is hNi ≈ 325, and α ¼ 2.33 (8), so

PðNÞ ¼ ð8.5 × 10−6Þe−0.0072NN1.33: [4]

Now, by combining Eq. 1 for the stability of a protein of length N
with Eq. 2 for the distribution PðNÞ of protein lengths in a pro-
teome, we obtain an expression for the distribution of stabilities
of a proteome’s proteins, for a given temperature T, which is
plotted in Fig. 2. Below, we use these expressions to explore
how heat stresses affect cells.

Cells Are Sensitive to Small Changes in Temperature. It has been
suggested that the reason that cells undergo a sharp heat-death
transition is that their proteins all denature near the same tem-
perature (9, 10), which is around 50 °C for E. coli; see Fig. 3. Fig. 2
gives a quantitative model and predicts that under normal phy-
siological conditions the E. coli proteome is marginally stable. We
find that a significant fraction of the proteome’s proteins are
poised near a denaturation catastrophe. Around 550 of E. coli’s
4,300 proteins are less than 3 kcal∕mol stable to denaturation.
This is a statement about the shape of the distribution function,
not the average (11). The average protein at 37 °C is predicted to
be stable by 6.8 kcal∕mol. Rather, the marginal stability of the
proteome comes from the broad left side of the distribution
shown in Fig. 2; i.e., from the large numbers of proteins having
small stabilities. This is a prediction (see also ref. 12); the actual
shape of this distribution in vivo is not yet known from experi-
ments. Note that although our conclusion is based on in vitro pro-
tein stability, experiments show that protein stabilities in vivo are
not much different than in vitro (13, 14, 15).

Some cellular properties are highly sensitive to temperature.
Upshifting by only 4 °C can often induce heat shock. This is puz-
zling because the thermal behaviors of materials are typically gov-
erned by RT, which means that a change of 4 °C would cause only
a 1% effect. In contrast, the present model suggests that tempera-

ture effects are highly leveraged by the proximity of 37 °C to
the proteome’s denaturation phase boundary. The model shows
that upshifting the temperature by only 4° from 37° to 41 °C
destabilizes a proteome by nearly 16%. There are various biolo-
gical properties of cells that show such high sensitivities, including
the rates of evolution (16–18), some aspects of development
(19, 20), and are the basis for some cancer treatments (21–23).
Cells have evolved substantial machinery to handle the thermal
denaturation of the proteome, including stress-responsive signal-
ing pathways that transcriptionally up-regulate the proteostasis
capacity of cells using chaperones, folding enzymes, and coupled
disaggregation and degradation activities (24, 25). In addition,
small changes in geological temperatures can cause ecological
shifts in populations. We note that the stabilities reported here dif-
fer slightly from those given elsewhere (11) because of updated
data (7).

Thermophilic Proteomes Are Different from Mesophilic Proteomes.
Above, we described the stabilities of mesophiles, organisms that
grow at temperatures between 25 and 40 °C. The same approach
can be applied to thermophiles, organisms that grow at tempera-
tures higher than 40 °C. There is now a substantial database of
two-state monomeric thermophilic proteins. What is the differ-
ence between the proteomes of mesophiles vs. thermophiles? A
study of 59 mesophilic proteins and 57 thermophilic proteins in-
dicates some systematic differences (7). Whereas the free energy
of folding mesophilic proteomes is given by Eq. 1, we find that the
free energy of folding thermophilic proteomes is given by

ΔGðN;TÞthermo ¼ ½ð3.30N þ 112Þ þ ð0.051N − 0.26ÞðT − 373.5Þ

− Tð:0109N þ 0.291Þ

− Tð0.051N − 0.26Þ log
!

T
385

"
&kJ∕mol: [5]

Fig. 1. Thermal protein properties depend linearly on chain length. (A) ΔH, enthalpy of unfolding at 100.5 °C, (B) ΔS, entropy of unfolding at 112 °C, and
(C)ΔCp, temperature independent heat capacity of unfolding. (D) Free energy of folding at 37 °C determined for 59 different proteins are plotted as a function
of chain length, N. The red lines in A, B, and C are the linear regressions. The red line in D is the predicted ΔG; it combines the best-fit values of changes in
enthalpy, entropy, and specific heat on chain lengths obtained in A, B, and C. Reprinted from ref. 7, Copyright 2011, with permission from Elsevier.
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where the brackets h…i indicate averaging over all the proteins in
a proteome. ForEscherichia coli, for example, the average protein
length is hNi ≈ 325, and α ¼ 2.33 (8), so

PðNÞ ¼ ð8.5 × 10−6Þe−0.0072NN1.33: [4]

Now, by combining Eq. 1 for the stability of a protein of length N
with Eq. 2 for the distribution PðNÞ of protein lengths in a pro-
teome, we obtain an expression for the distribution of stabilities
of a proteome’s proteins, for a given temperature T, which is
plotted in Fig. 2. Below, we use these expressions to explore
how heat stresses affect cells.

Cells Are Sensitive to Small Changes in Temperature. It has been
suggested that the reason that cells undergo a sharp heat-death
transition is that their proteins all denature near the same tem-
perature (9, 10), which is around 50 °C for E. coli; see Fig. 3. Fig. 2
gives a quantitative model and predicts that under normal phy-
siological conditions the E. coli proteome is marginally stable. We
find that a significant fraction of the proteome’s proteins are
poised near a denaturation catastrophe. Around 550 of E. coli’s
4,300 proteins are less than 3 kcal∕mol stable to denaturation.
This is a statement about the shape of the distribution function,
not the average (11). The average protein at 37 °C is predicted to
be stable by 6.8 kcal∕mol. Rather, the marginal stability of the
proteome comes from the broad left side of the distribution
shown in Fig. 2; i.e., from the large numbers of proteins having
small stabilities. This is a prediction (see also ref. 12); the actual
shape of this distribution in vivo is not yet known from experi-
ments. Note that although our conclusion is based on in vitro pro-
tein stability, experiments show that protein stabilities in vivo are
not much different than in vitro (13, 14, 15).

Some cellular properties are highly sensitive to temperature.
Upshifting by only 4 °C can often induce heat shock. This is puz-
zling because the thermal behaviors of materials are typically gov-
erned by RT, which means that a change of 4 °C would cause only
a 1% effect. In contrast, the present model suggests that tempera-

ture effects are highly leveraged by the proximity of 37 °C to
the proteome’s denaturation phase boundary. The model shows
that upshifting the temperature by only 4° from 37° to 41 °C
destabilizes a proteome by nearly 16%. There are various biolo-
gical properties of cells that show such high sensitivities, including
the rates of evolution (16–18), some aspects of development
(19, 20), and are the basis for some cancer treatments (21–23).
Cells have evolved substantial machinery to handle the thermal
denaturation of the proteome, including stress-responsive signal-
ing pathways that transcriptionally up-regulate the proteostasis
capacity of cells using chaperones, folding enzymes, and coupled
disaggregation and degradation activities (24, 25). In addition,
small changes in geological temperatures can cause ecological
shifts in populations. We note that the stabilities reported here dif-
fer slightly from those given elsewhere (11) because of updated
data (7).

Thermophilic Proteomes Are Different from Mesophilic Proteomes.
Above, we described the stabilities of mesophiles, organisms that
grow at temperatures between 25 and 40 °C. The same approach
can be applied to thermophiles, organisms that grow at tempera-
tures higher than 40 °C. There is now a substantial database of
two-state monomeric thermophilic proteins. What is the differ-
ence between the proteomes of mesophiles vs. thermophiles? A
study of 59 mesophilic proteins and 57 thermophilic proteins in-
dicates some systematic differences (7). Whereas the free energy
of folding mesophilic proteomes is given by Eq. 1, we find that the
free energy of folding thermophilic proteomes is given by

ΔGðN;TÞthermo ¼ ½ð3.30N þ 112Þ þ ð0.051N − 0.26ÞðT − 373.5Þ

− Tð:0109N þ 0.291Þ
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Fig. 1. Thermal protein properties depend linearly on chain length. (A) ΔH, enthalpy of unfolding at 100.5 °C, (B) ΔS, entropy of unfolding at 112 °C, and
(C)ΔCp, temperature independent heat capacity of unfolding. (D) Free energy of folding at 37 °C determined for 59 different proteins are plotted as a function
of chain length, N. The red lines in A, B, and C are the linear regressions. The red line in D is the predicted ΔG; it combines the best-fit values of changes in
enthalpy, entropy, and specific heat on chain lengths obtained in A, B, and C. Reprinted from ref. 7, Copyright 2011, with permission from Elsevier.
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teomes of E. coli at 37 °C. The free-energy bin size is 1RT. Area under the curve
equals the total number of proteins in the proteome (4,300 for E. coli).
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Fig. 3. The fraction of proteins that are unfolded in the proteomes of E. coli,
yeast (SCE), and worm (CEL) as a function of temperature. Solid circles
show experimentally measured fraction denatured proteins as a function
of temperature for mammalian V79 cells using differential scanning calori-
metry (9). The blue dashed line shows the results based on domain length
distribution (69) in E. coli genome.
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where the brackets h…i indicate averaging over all the proteins in
a proteome. ForEscherichia coli, for example, the average protein
length is hNi ≈ 325, and α ¼ 2.33 (8), so

PðNÞ ¼ ð8.5 × 10−6Þe−0.0072NN1.33: [4]

Now, by combining Eq. 1 for the stability of a protein of length N
with Eq. 2 for the distribution PðNÞ of protein lengths in a pro-
teome, we obtain an expression for the distribution of stabilities
of a proteome’s proteins, for a given temperature T, which is
plotted in Fig. 2. Below, we use these expressions to explore
how heat stresses affect cells.

Cells Are Sensitive to Small Changes in Temperature. It has been
suggested that the reason that cells undergo a sharp heat-death
transition is that their proteins all denature near the same tem-
perature (9, 10), which is around 50 °C for E. coli; see Fig. 3. Fig. 2
gives a quantitative model and predicts that under normal phy-
siological conditions the E. coli proteome is marginally stable. We
find that a significant fraction of the proteome’s proteins are
poised near a denaturation catastrophe. Around 550 of E. coli’s
4,300 proteins are less than 3 kcal∕mol stable to denaturation.
This is a statement about the shape of the distribution function,
not the average (11). The average protein at 37 °C is predicted to
be stable by 6.8 kcal∕mol. Rather, the marginal stability of the
proteome comes from the broad left side of the distribution
shown in Fig. 2; i.e., from the large numbers of proteins having
small stabilities. This is a prediction (see also ref. 12); the actual
shape of this distribution in vivo is not yet known from experi-
ments. Note that although our conclusion is based on in vitro pro-
tein stability, experiments show that protein stabilities in vivo are
not much different than in vitro (13, 14, 15).

Some cellular properties are highly sensitive to temperature.
Upshifting by only 4 °C can often induce heat shock. This is puz-
zling because the thermal behaviors of materials are typically gov-
erned by RT, which means that a change of 4 °C would cause only
a 1% effect. In contrast, the present model suggests that tempera-

ture effects are highly leveraged by the proximity of 37 °C to
the proteome’s denaturation phase boundary. The model shows
that upshifting the temperature by only 4° from 37° to 41 °C
destabilizes a proteome by nearly 16%. There are various biolo-
gical properties of cells that show such high sensitivities, including
the rates of evolution (16–18), some aspects of development
(19, 20), and are the basis for some cancer treatments (21–23).
Cells have evolved substantial machinery to handle the thermal
denaturation of the proteome, including stress-responsive signal-
ing pathways that transcriptionally up-regulate the proteostasis
capacity of cells using chaperones, folding enzymes, and coupled
disaggregation and degradation activities (24, 25). In addition,
small changes in geological temperatures can cause ecological
shifts in populations. We note that the stabilities reported here dif-
fer slightly from those given elsewhere (11) because of updated
data (7).

Thermophilic Proteomes Are Different from Mesophilic Proteomes.
Above, we described the stabilities of mesophiles, organisms that
grow at temperatures between 25 and 40 °C. The same approach
can be applied to thermophiles, organisms that grow at tempera-
tures higher than 40 °C. There is now a substantial database of
two-state monomeric thermophilic proteins. What is the differ-
ence between the proteomes of mesophiles vs. thermophiles? A
study of 59 mesophilic proteins and 57 thermophilic proteins in-
dicates some systematic differences (7). Whereas the free energy
of folding mesophilic proteomes is given by Eq. 1, we find that the
free energy of folding thermophilic proteomes is given by

ΔGðN;TÞthermo ¼ ½ð3.30N þ 112Þ þ ð0.051N − 0.26ÞðT − 373.5Þ

− Tð:0109N þ 0.291Þ

− Tð0.051N − 0.26Þ log
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Fig. 1. Thermal protein properties depend linearly on chain length. (A) ΔH, enthalpy of unfolding at 100.5 °C, (B) ΔS, entropy of unfolding at 112 °C, and
(C)ΔCp, temperature independent heat capacity of unfolding. (D) Free energy of folding at 37 °C determined for 59 different proteins are plotted as a function
of chain length, N. The red lines in A, B, and C are the linear regressions. The red line in D is the predicted ΔG; it combines the best-fit values of changes in
enthalpy, entropy, and specific heat on chain lengths obtained in A, B, and C. Reprinted from ref. 7, Copyright 2011, with permission from Elsevier.
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Free energy of folding at 37 0C
ΔG = ΔH − TΔS

Thermodynamics of protein folding

Physical limits of cells and proteomes
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What are the physical limits to cell behavior? Often, the physical
limitations can be dominated by the proteome, the cell’s comple-
ment of proteins. We combine known protein sizes, stabilities,
and rates of folding and diffusion, with the known protein-length
distributions PðNÞ of proteomes (Escherichia coli, yeast, andworm),
to formulate distributions and scaling relationships in order to
address questions of cell physics. Why do mesophilic cells die
around 50 °C? How can the maximal growth-rate temperature
(around 37 °C) occur so close to the cell-death temperature? The
model shows that the cell’s death temperature coincides with a
denaturation catastrophe of its proteome. The reason cells can
function so well just a few degrees below their death temperature
is because proteome denaturation is so cooperative. Why are cells
so dense-packed with protein molecules (about 20% by volume)?
Cells are packed at a density that maximizes biochemical reaction
rates. At lower densities, proteins collide too rarely. At higher den-
sities, proteins diffuse too slowly through the crowded cell. What
limits cell sizes and growth rates? Cell growth is limited by rates
of protein synthesis, by the folding rates of its slowest proteins,
and—for large cells—by the rates of its protein diffusion. Useful
insights into cell physics may be obtainable from scaling laws that
encapsulate information from protein knowledge bases.

cell biophysics ∣ protein dynamics ∣ protein stability ∣
diffusion and folding ∣ proteome modeling

What physical limits are imposed upon cells by the equilibria
and kinetics of their proteomes? For example, how stable

are the proteins in the proteome? What limits the speed of cell
growth and replication? What determines the densities of pro-
teins in cells? A cell’s mass is largely protein [50% of the nonaqu-
eous component (1–3)]. So, some behaviors of cells are likely
to be dominated by the physical properties of its proteome—
the collection of its thousands of different types of proteins.
We develop here some biophysical scaling relationships of pro-
teomes, and we use those relationships to make estimates of the
physical limits of cell behavior. Our scaling relationships come
from combining current databases of the properties of proteins
that have been measured in vitro, with PðNÞ, the length distribu-
tions of proteins that are known for several proteomes. Some of
the hypotheses we explore are not new; what is previously unde-
scribed is the use of modern databases to make quantitative
estimates of physical limits. A key point, previously also made by
Thirumalai (4), is that many physical properties of proteins just
depend on N, the number of amino acids in the protein. We es-
timate the folding stabilities for mesophiles and thermophiles, the
folding rates, and the diffusion coefficients of whole proteomes,
and we compare these various rates at the end. We first consider
the folding stabilities of proteomes.

Proteomes Are Marginally Stable to Denaturation
For at least 116 monomeric, two-state and reversible folding
proteins there are calorimetric measurements of the folding sta-
bility, ΔG ¼ Gunfolded −Gfolded, enthalpy ΔH, entropy ΔS, and
heat capacity, ΔCp. Data are now available for both mesophilic
and thermophilic proteins. Taken over the full set of proteins,

these thermal quantities depend, remarkably, mainly just on the
number,N, of amino acids in the chain. The relationship is simply
linear. For both enthalpy and entropy the correlation with
chain length is found to be the best at two reference tempera-
tures, Th ¼ 373.5 K and Ts ¼ 385 K, respectively (5–7). These
linear dependencies for mesophilic proteins (59 from the list
of 116 proteins) are well-fit by the expressions (see Fig. 1) (7):

ΔHðT ¼ Th;NÞ ¼ ð4.0N þ 143ÞkJ∕mol

ΔSðT ¼ Ts;NÞ ¼ ð13.27N þ 448ÞJ∕ðmol-KÞ

ΔCpðNÞ ¼ ð0.049N þ 0.85ÞkJ∕ðmol-KÞ

ΔGðN;TÞ ¼ ΔHðThÞ þ ΔCpðT − ThÞ − TΔSðTsÞ

− TΔCp logT∕Ts

¼ ½ð4.0N þ 143Þ þ ð0.049N þ 0.85ÞðT − ThÞ

− Tð0.01327N þ 0.448Þ

− Tð0.049N þ 0.85Þ lnðT∕TsÞ&kJ∕mol:

[1]

A simple generalization of Eq. 1 also accounts for the effects of
pH, salts, and denaturants on protein stability, in addition to tem-
perature (6).

So far, extensive studies have shown no other strong depen-
dence of the thermal properties of folding stability. Stability does
not appear to depend on amounts of secondary structure or types
of tertiary structure, or numbers of hydrophobic amino acids or
hydrogen bonds, or counts of salt-bridging ion pairs, for example.
This is remarkable because other important properties of pro-
teins—such as their native structures and biochemical mechan-
isms—often do depend strongly on details. Predicting protein
stabilities is not, in general, improved by using knowledge of the
native structure. So, we can predict the thermal stabilities of
whole proteomes just from knowledge of their chain-length dis-
tributions. The distribution of chain lengths over the proteomes
of 22 fully sequenced organisms is obtainable from genomics and
proteomics databases and is known to be well approximated by a
gamma distribution (8):

PðNÞ ¼ Nα−1e−N∕θ

ΓðαÞ:θα : [2]

The two parameters, α and θ, of the protein chain-length distri-
bution are obtained from the measured mean and variance
observed for a given proteome, using the expressions

hNi ¼ αθ and hðΔNÞ2i ¼ αθ2; [3]

Author contributions: K.A.D., K.G., and J.D.S. designed research and wrote the paper.

The authors declare no conflict of interest.

Freely available online through the PNAS open access option.
1To whom correspondence should be addressed. E-mail: dill@laufercenter.org.
2K.A.D., K.G., and J.D.S. contributed equally to this work.
3Present address: Department of Physics, Kansas State University, Manhattan, KS 66506.

17876–17882 ∣ PNAS ∣ November 1, 2011 ∣ vol. 108 ∣ no. 44 www.pnas.org/cgi/doi/10.1073/pnas.1114477108

* 1kJ/mol = 0.24 kcal/mol
                 = 0.4 kBT300



At transition mid-temperature T=Tm 

~ O(1)-O(10) kT

Biomolecules are SMALL
S(E) = k logΩ(E)

E

F = E − TS

energy-entropy 
compensation

articles

nature structural biology • volume 10 number 2 • february 2003 95

Implications for junction resolution
Strong correlations have been observed between the dominant
stacking conformation and the preferred orientation of junction
resolution for several junction-resolving enzymes8,13,14. These
observations suggest that the local DNA sequences can deter-
mine the outcome of genetic recombination via the bias in the
stacking conformation. However, it has not been clear how this
bias can be enforced in a fully branch-migratable junction
because if the conformer transition were slower than the step-
ping rate of branch migration, the conformational dynamics
would not reach equilibrium before the next migration step
occurs. NMR studies determined the conformer transitions rates
of 5.6 s–1 and 2.3 s–1 under a single solution condition19 (15 mM
Mg2+ and 50 mM NaCl, pH 6.5, at 21 °C). However, as we show
here, these rates strongly depend on the solution conditions, so
the direct comparison to the branch migration was not possible.
Our study shows that the conformer transitions are substantially
faster than the branch migration steps; hence, the sequence-
dependent conformer bias can be fully manifested even in a fully
branch-migratable junction and can determine the extent of
genetic information exchange upon junction resolution.

Energy landscape of junction dynamics
On the basis of our observations, we propose a unified energy
landscape of stacking conformer transitions and branch migration
by Holliday junctions (Fig. 4b). Along the reaction coordinates of
conformer transitions and branch migration (where n denotes the

branch point location), we proposed the open structure (On,
On+1,…) as the common intermediate state for both processes. As
Mg2+ concentration increases, the stacking conformers (isoIn,
isoIIn, isoIn+1, isoIIn+1,…) become more stable relative to both the
open structures and the transition states (TXO

n , TXO
n+1,…) separating

O from X states and leading to the large decrease in kI→II and kII→I.
At the same time, kBM decreases with increasing Mg2+ concentra-
tion because O states are less populated. Because branch migration
is 1,000-fold slower in the presence of Mg2+, the intermediate state
must be populated at least 0.1% of the time, setting the upper limit
for the free energy difference between the open structure and the
stacking conformers (ΔGXO) at ∼15 kJ mol–1. The branch migra-
tion from the open structure must go through a transition state
(TBM

n,n+1,…), which is the main barrier in branch migration. The
nature of this transition state is not clear yet but probably involves
disruption of the base pairs at the exchange point, consistent with
the large enthalpic cost.

In this model, the increase in Mg2+ concentration will decrease
the population of the intermediate open structure, thereby slow-
ing down both the branch migration and conformer transition.
Our studies also suggest that Mg2+ ions have additional effects
other than changing the population of the intermediate state. The
rate of branch migration reached a maximum at 0.5 mM Mg2+

(ref. 26), but the conformer transition rates continued to change
steeply at least until 50 mM Mg2+ (Fig. 3). This observation indi-
cates that Mg2+ ions influence the energy barriers for the con-
former transition and branch migration differently. Conclusions
drawn here are probably general for other sequences because
even the heavily biased junction 3 has conformer transition rates
that are far higher than the rate of branch migration.

Conclusions
In summary, we can construct a comprehensive model for the
processes of conformer exchange and branch migration, linked
by common open states. The faster rate of conformer exchange
will ensure that equilibrium between stacked forms is achieved

a

b

Fig. 2 Single-molecule time records and analy-
sis a, Stacking conformer transitions of individ-
ual molecules of junction 3 and 7. The top
graphs show time traces of donor (green) and
acceptor (red) intensities (ID and IA) corrected
for crosstalk between the two detectors, direct
acceptor excitation and background. The bot-
tom graphs show the corresponding EFRET ≡
∫ IA / (IA + ID), a good approximation of FRET effi-
ciency. Acceptor photobleaching towards the
ends led to near zero EFRET. b, Histograms for
the duration of each state are fit by single
exponential decay. The two lifetimes are
roughly equal for junction 7, but isoII is favored
by ∼4:1 for junction 3, corresponding to ΔG
∼3 kJ mol–1. These ratios are consistent with
published comparative gel electrophoresis
studies16.

Fig. 3 Na+ and Mg2+ influence the conformer transition rates differently.
The conformer transition rates, kI→II (open symbols) and kII→I (filled sym-
bols), are averaged over at least 30 molecules of junction 7 for various
[Mg2+] with (squares) and without (triangles) 50 mM NaCl.
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RNA folding time

interest, general arguments based on the kinetics of loop
formation have been used to predict that the speed limit
for protein folding is also ~1 ms (12–14). It remains to be
ascertained whether the common folding speed limit for

proteins and RNA is due to evolutionary pressure on the
folding of evolved sequences. It is worth pointing out that
Dill et al. (15) recently showed that the rates and stabilities
of protein folding depend only on the number of amino
acids, which in turn places strict constraints on their func-
tions in the cellular context. Taken together, these studies
show that despite the complexity of protein and RNA
folding, it is possible that only a few variables determine
their global properties. This suggests that certain simple
principles may determine biological functions.
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TABLE 1 RNA length versus folding rate

RNA N kf (sec
-1)

GCUUCGGC (16) 8 6.7 ! 104 Tetraloop hairpin
GCUUCGGC (16) 8 27.2 ! 104 Tetraloop hairpin
GGUUCGCC (16) 8 1.3 ! 104 Tetraloop hairpin
GGUUCGCC (16) 8 4.7 ! 104 Tetraloop hairpin
GGACUUUUGUCC (16) 12 6.1 ! 104 Tetraloop hairpin
GGACUUCGGUCC (16) 12 4.5 ! 104 Tetraloop hairpin
A6C6U6 (17) 18 3.4 ! 104 Tetraloop hairpin
Extra arm of tRNAser (yeast) (18) 21 1 ! 105 tRNA
pG half of tRNAPhe (yeast) (18) 36 9 ! 103 tRNA
CCA half of tRNAPhe (yeast) (18) 39 8.5 ! 103 tRNA
CCA half of tRNAPhe (wheat) (18) 39 8 ! 103 tRNA
tRNAPhe (yeast) (19) 76 5.3 ! 102 tRNA
tRNAAla (yeast) (18) 77 9 ! 102 tRNA
Y4 hairpin (20) 14 5.75 ! 104 Hairpin (5 ! 2 þ 4)
Y9 hairpin (20) 19 2.29 ! 104 Hairpin (5 ! 2 þ 9)
Y19 hairpin (20) 29 8.70 ! 102 Hairpin (5 ! 2 þ 19)
Y34 hairpin (20) 44 6.03 ! 102 Hairpin (5 ! 2 þ 34)
VPK pseudoknot (21) 34 9.09 ! 102 Pseudoknot
Hairpin ribozyme (four-way junction) (22,23) 125 6 Natural form of hairpin ribozyme
P5abc (24) 72 50 Group I intron T. ribozyme
P4-P6 domain(Tetrahymena ribozyme) (24) 160 2 Group I intron T. ribozyme
Azoarcus ribozyme (23,25) 205 7 ~ 14
B. subtilis RNase P RNA catalytic domain (26) 225 6.5 5 0.2
Ca.L-11 ribozyme (27) 368 0.03
E. coli RNase P RNA (28) 377 0.011 5 0.001
B. subtilis RNase P RNA (28) 409 0.008 5 0.002
Tetrahymena ribozyme (23,29) 414 0.013 Group I intron T. ribozyme
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FIGURE 1 Dependence of the folding rates of RNA on N. The
circles are experimental data and the line is the fit obtained
using log kF ¼ log k0 $ aNb, with b used as an adjustable param-
eter. Inset shows the fit obtained by fixing b to the predicted
theoretical value of 0.5.
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Chain Length Determines the Folding Rates of RNA
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ABSTRACT We show that the folding rates (kFs) of RNA are determined by N, the number of nucleotides. By assuming that
the distribution of free-energy barriers separating the folded and the unfolded states is Gaussian, which follows from central limit
theorem arguments and polymer physics concepts, we show that kFzk0 expð"aN0:5Þ. Remarkably, the theory fits experimental
rates spanning over 7 orders of magnitude with k0 $ 1:0ðmsÞ"1. Our finding suggests that the speed limit of RNA folding is ~1 ms,
just as it is in the folding of globular proteins.
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RNA molecules are evolved biopolymers whose folding
has attracted a great deal of attention (1–3) because of
the crucial role they play in a number of cellular functions.
The slightly branched polymeric nature of RNA implies
that the shapes, relaxation dynamics, and even their folding
rates must depend on N. In support of this assertion, it has
been shown that the radius of gyration of the folded states,
obtained with the use of data available in the Protein
Data Bank, scales as Rg $ 5:5Nn Å, where the Flory
exponent n varies from 0.33 to 0.40 (4–6). Although this
result is expected from the perspective of polymer physics,
it is surprising from the viewpoint of structural biology
because one might argue that the sequence and complexity
of secondary and tertiary structure organization could
lead to substantial deviations from the predictions based
on Flory-like theory. Here, we show that the folding
rates, kFs, of RNA are also primarily determined by N,
thus adding to the growing evidence that it is possible
to understand RNA folding by using polymer physics
principles.

THEORETICAL CONSIDERATIONS

Theoretical arguments based on the dynamics of activated
transitions in disordered systems suggest that

kF ¼ k0 exp
!
"aNb

"
; (1)

where b should be 0.5 (7). The rationale for this finding
hinges on the observation that favorable basepairing interac-
tions and the hydrophobic nature of the bases tend to
collapse RNA, whereas the charged phosphate residues
are better accommodated by extended structures. Thus, the
distribution of activation free energy, DGz

UF=kBT, between
the folded and unfolded states is a sum of favorable
and unfavorable terms. We expect from central limit
theorem that the distribution of DGz

UF=kBT should

be roughly Gaussian with dispersion
D
ðDGz

UFÞ
2
E
$ N.

Thus, DGz
UF=kBT $ Nbwith b ¼ 1/2.

We analyzed the available experimental data (see Table 1
for a list of RNA molecules) on RNA folding rates by
assuming that DGz

UF grows as N
b with b as a free parameter.

The theoretical value for b is 0.5. The folding rates of
RNA spanning over 7 orders of magnitude is well fit using
log kF ¼ log k0 " aNb with a correlation coefficient of
0.98 (Fig. 1). The fit yields k"1

0 ¼ 0:87 ms, a ¼ 0.91, and
b z 0.46. In the inset we show the fit obtained by fixing
b ¼ 0.5. Apart from the moderate differences in the
k"1
0 values, the theoretical prediction and the numerical
fits are in agreement, which demonstrates that the major
determining factor in determining RNA folding rates is N.

It is known that RNAs, such as Tetrahymena ribozyme,
fold by multiple pathways that are succinctly described by
the kinetic partitioning mechanism (8). According to this
mechanism, a fraction, F, of molecules reaches the native
states rapidly and the remaining fraction is trapped in an
ensemble of misfolded intermediates. For Tetrahymena
ribozyme F ~ 0.1 (9). The N dependence given by Eq. 1
holds for the majority of molecules that fold to the native
state from the compact intermediates, which form rapidly
under folding conditions (10).

CONCLUSIONS

Our findings indicate that the inverse of the prefactor,
k"1
0 ¼ t0z0:87 ms, is almost 6 orders of magnitude larger
than the transition-state theory estimate of h / kBT z 0.16
ps. The value of t0, which coincides with the typical base-
pairing time (11), is the speed limit for RNA folding. Of
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react with mobile particles at a rate rd ¼ 4πacD, where c and D
are the concentration and diffusion constant of the mobile reac-
tants. Using the volume fraction ϕ instead of c, the rate is

rd ∼ cD ∼ ϕ

!
1 −

ϕ
ϕc

"
2

: [14]

Now, we treat this as an optimization problem. If we suppose that
the number of protein molecules is fixed, then evolution can
change a cell’s protein density by inversely changing the cell’s
volume. A large cell would have a low concentration, and a small
cell would have a high concentration. To find the optimal (max-
imum) reaction rate, we set the derivative to zero,

drd
dϕ

¼
!
1 −

ϕ
ϕc

"
2

− 2

!
1 −

ϕ
ϕc

"!
ϕ
ϕc

"
¼ 0. [15]

rd has a maximum at ϕ ¼ ϕc∕3 (59). Because ϕc ¼ 0.58 for hard
spheres (54), this model predicts the optimal density for maximal
reaction rates would be ϕ ¼ 0.19. This is close to the protein den-
sities (ϕ ≈ 0.2) observed in cells (55–57).
Protein Folding Kinetics
The physical dynamics within a cell is also limited by the rate at
which its proteome folds. In a well-known observation, Plaxco,
Simons, and Baker (PSB) (60) showed that the folding rates of
two-state proteins correlate with the topology of the native struc-
ture: Proteins that have more local structure (such as helices) fold
faster than proteins that have more nonlocal structures (such as
β-sheets).

Alternatively, in equally good agreement with the experimen-
tal data, Thirumalai explained that folding rates correlate with
chain length N, through the form kf ∼ expð−N1∕2Þ based on the-
ory of random systems (61). Ouyang and Liang (62) looked at a
broader set of proteins than PSB, including multistate folders.

Other studies also give folding rates (63) under unifying condi-
tions and study rates as a function of chain length (64–68). Here
we use the Thirumalai expression to best fit the Liang data, giving

ln kf ¼ 16.15 − 1.28N0.5; [16]

where kf has units of second−1. This shows that folding rates,
kf ðNÞ, are relatively well predicted (correlation coefficient of
0.78) simply as a function of chain-length N (see Fig. 7). Hence,
we can combine this expression with PðNÞ, the proteome chain-
length distribution, to predict the folding rates of proteomes over
whole proteomes (here, taken at the denaturation temperature
for each protein). Fig. 8 shows the predicted folding rate distri-
bution for E. coli using the domain distribution (11, 69). We use
this treatment below for comparing the time scales of various pro-
cesses in the cell.

Comparing the Time Scales of Dynamical Processes in the Cell. Now,
we combine the various rate distributions above. Fig. 8 shows
some rate distributions (for E. coli): protein folding, protein dif-
fusion across the cell, rates of biochemical reactions (uncatalyzed
and catalyzed), and rates of protein synthesis assuming a transla-
tion rate of 15 amino acids per second (70). The vertical bar on
the right shows E. coli’s roughly 20-min replication time under
fast-growth conditions (1). By comparing different rates, Fig. 8
gives some useful insights about the physical limits on cells.

First, it can be inferred that E. coli has evolved to replicate
at speeds approaching its maximum possible “speed limit.” Here
is the argument. Imagine two limiting cases. On the one hand,
E. coli could have evolved so that each cell had only a single ribo-
some. On the other hand, E. coli could have evolved so that every
cell is full of ribosomes. In the former case, E. coli would replicate
very slowly; in the latter, E. coli would replicate very rapidly.
Here are simple numerical estimates for these two conceptual
limiting cases: (i) Slowest possible, series replication. If each E. coli
cell contained only a single ribosome, that ribosome would have
to copy every protein in the cell, one at a time, in series, before
the cell could reproduce. Taking the single protein-replication
time to be around 20 s (see Fig. 8 and ref. 2), it would take 2 y
for each E. coli cell to replicate all of its 3 million protein mole-
cules. (ii) Fastest possible, parallel replication. E. coli can replicate
much faster than this because the cell has multiple ribosomes. A
cell can “parallel process” its protein synthesis. Imagine the max-
imum conceivable parallelization: If every protein molecule in
E. coli were a ribosomal protein, then each ribosome (a 55-pro-
tein complex of about 7,400 amino acids) would need only to
synthesize its own 55 proteins in series, not 3 million. In this limit,
E. coli could replicate in around 8 min [7;400∕ð15 aa∕sÞ]. This is a
simple “ballpark” estimate, not expected to be good to better
than a factor of two or three. In reality, E. coli is able to replicate
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What are the physical limits to cell behavior? Often, the physical
limitations can be dominated by the proteome, the cell’s comple-
ment of proteins. We combine known protein sizes, stabilities,
and rates of folding and diffusion, with the known protein-length
distributions PðNÞ of proteomes (Escherichia coli, yeast, andworm),
to formulate distributions and scaling relationships in order to
address questions of cell physics. Why do mesophilic cells die
around 50 °C? How can the maximal growth-rate temperature
(around 37 °C) occur so close to the cell-death temperature? The
model shows that the cell’s death temperature coincides with a
denaturation catastrophe of its proteome. The reason cells can
function so well just a few degrees below their death temperature
is because proteome denaturation is so cooperative. Why are cells
so dense-packed with protein molecules (about 20% by volume)?
Cells are packed at a density that maximizes biochemical reaction
rates. At lower densities, proteins collide too rarely. At higher den-
sities, proteins diffuse too slowly through the crowded cell. What
limits cell sizes and growth rates? Cell growth is limited by rates
of protein synthesis, by the folding rates of its slowest proteins,
and—for large cells—by the rates of its protein diffusion. Useful
insights into cell physics may be obtainable from scaling laws that
encapsulate information from protein knowledge bases.

cell biophysics ∣ protein dynamics ∣ protein stability ∣
diffusion and folding ∣ proteome modeling

What physical limits are imposed upon cells by the equilibria
and kinetics of their proteomes? For example, how stable

are the proteins in the proteome? What limits the speed of cell
growth and replication? What determines the densities of pro-
teins in cells? A cell’s mass is largely protein [50% of the nonaqu-
eous component (1–3)]. So, some behaviors of cells are likely
to be dominated by the physical properties of its proteome—
the collection of its thousands of different types of proteins.
We develop here some biophysical scaling relationships of pro-
teomes, and we use those relationships to make estimates of the
physical limits of cell behavior. Our scaling relationships come
from combining current databases of the properties of proteins
that have been measured in vitro, with PðNÞ, the length distribu-
tions of proteins that are known for several proteomes. Some of
the hypotheses we explore are not new; what is previously unde-
scribed is the use of modern databases to make quantitative
estimates of physical limits. A key point, previously also made by
Thirumalai (4), is that many physical properties of proteins just
depend on N, the number of amino acids in the protein. We es-
timate the folding stabilities for mesophiles and thermophiles, the
folding rates, and the diffusion coefficients of whole proteomes,
and we compare these various rates at the end. We first consider
the folding stabilities of proteomes.

Proteomes Are Marginally Stable to Denaturation
For at least 116 monomeric, two-state and reversible folding
proteins there are calorimetric measurements of the folding sta-
bility, ΔG ¼ Gunfolded −Gfolded, enthalpy ΔH, entropy ΔS, and
heat capacity, ΔCp. Data are now available for both mesophilic
and thermophilic proteins. Taken over the full set of proteins,

these thermal quantities depend, remarkably, mainly just on the
number,N, of amino acids in the chain. The relationship is simply
linear. For both enthalpy and entropy the correlation with
chain length is found to be the best at two reference tempera-
tures, Th ¼ 373.5 K and Ts ¼ 385 K, respectively (5–7). These
linear dependencies for mesophilic proteins (59 from the list
of 116 proteins) are well-fit by the expressions (see Fig. 1) (7):

ΔHðT ¼ Th;NÞ ¼ ð4.0N þ 143ÞkJ∕mol

ΔSðT ¼ Ts;NÞ ¼ ð13.27N þ 448ÞJ∕ðmol-KÞ

ΔCpðNÞ ¼ ð0.049N þ 0.85ÞkJ∕ðmol-KÞ

ΔGðN;TÞ ¼ ΔHðThÞ þ ΔCpðT − ThÞ − TΔSðTsÞ

− TΔCp logT∕Ts

¼ ½ð4.0N þ 143Þ þ ð0.049N þ 0.85ÞðT − ThÞ

− Tð0.01327N þ 0.448Þ

− Tð0.049N þ 0.85Þ lnðT∕TsÞ&kJ∕mol:

[1]

A simple generalization of Eq. 1 also accounts for the effects of
pH, salts, and denaturants on protein stability, in addition to tem-
perature (6).

So far, extensive studies have shown no other strong depen-
dence of the thermal properties of folding stability. Stability does
not appear to depend on amounts of secondary structure or types
of tertiary structure, or numbers of hydrophobic amino acids or
hydrogen bonds, or counts of salt-bridging ion pairs, for example.
This is remarkable because other important properties of pro-
teins—such as their native structures and biochemical mechan-
isms—often do depend strongly on details. Predicting protein
stabilities is not, in general, improved by using knowledge of the
native structure. So, we can predict the thermal stabilities of
whole proteomes just from knowledge of their chain-length dis-
tributions. The distribution of chain lengths over the proteomes
of 22 fully sequenced organisms is obtainable from genomics and
proteomics databases and is known to be well approximated by a
gamma distribution (8):

PðNÞ ¼ Nα−1e−N∕θ

ΓðαÞ:θα : [2]

The two parameters, α and θ, of the protein chain-length distri-
bution are obtained from the measured mean and variance
observed for a given proteome, using the expressions

hNi ¼ αθ and hðΔNÞ2i ¼ αθ2; [3]
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cf. Another Arrhenius-like expression, Eyring equation (or transition state theory (TST)) derived 
by theoretical chemists H. Eyring and M. Polanyi

kTST =κ kBT
h

e−E
† /kBT

is often used in estimating the height of kinetic barrier. However, it is of note that this equation 
should only be applied for chemical reactions associated with bond breaking (or formation) 
dynamics of simple organic (or inorganic) compounds in gas phase. The prefactor (kBT/h)-1≃0.2 
psec is the vibrational frequency of a critical molecular bond at the transition state to be ruptured 
by chemical dynamics. Blind use of this prefactor  overestimate kinetic barriers. To describe 
dynamics in condensed media, including biopolymer folding and biomolecular assembly, it is more 
appropriate to use Kramers’ equation, which correctly predicts the effect of solvent viscosity to the 
reaction rate.     

kKR =
ω0ωb

2πγ
e−ΔG

† /kBT

As estimated from the fits to folding time of RNA and proteins, the prefactor of Kramers’ rate for 
RNA and proteins are ~(0.1-1) μsec. These values indeed agree with the recent experimental 
measurements of “speed limit” of protein folding, which were performed using barrierless 
downhill folders (Gruebele), and computational and experimental reports of transition path time 
by D. E. Shaw and W.A. Eaton and coworkers, respectively. 

Transition path time τ0~1μsec is size-independent. Fast and slow folding proteins with vastly 
different topologies  have almost the same value.  



for the exact sequence that we simulated (we in-
stead calculated the RMSD to the structure of
the protein with the most similar sequence). The
proteins exhibiting the largest deviations from
their experimental structures (BBL, protein B,
and the homeodomain) are all three-helix bun-
dles; this finding hints at a minor residual force-
field deficiency. It has been argued, however,
that the native state for at least one of these
three proteins may depend on experimental con-
ditions (8); it is thus possible that these devia-
tions might reflect genuine differences between
the protein’s structure at the simulated temper-
ature and at the lower temperatures used for
experimental structure determination. Overall,
comparison with available experimental data in-
dicates that the force field provides a reasonable
description of the structure, thermodynamics,
and kinetics of the 12 proteins [see (5) for a more
detailed comparison], which affords some con-
fidence in the accuracy of the folding mecha-
nisms observed in simulation.

Among the many analyses that can be per-
formed on this data set, we focus here on eluci-
dating the general principles that underlie protein
folding and do not discuss in detail the properties
of each individual system. In particular, we have
used this data set to examine several important
and unresolved general questions (1): (i) What is
the general nature and order of events that lead to
folding? (ii) What role, if any, is played by the
residual structure in the unfolded state? (iii) How
many distinct folding pathways are present, and
how different are they from one another? and (iv)
Is there a free-energy barrier for folding, and what
is its magnitude?

As a first step, we partitioned all trajectories
into folded, unfolded, and transition-path seg-
ments (5). Unfolding transitions were analyzed
in reverse so that all transitions could be treated
as folding events. For each folding and unfolding
event, we quantified the formation of the native
topology (9, 10), secondary structure, and non-
local native contacts along the transition path
(Fig. 2). We found that the formation of a native
topology and secondary structure begins earlier
than the formation of most nonlocal contacts.
Whereas most contacts are formed late, a few
specific key contacts are formed relatively early
in the transition paths (5). In most cases, forma-
tion of secondary structure appears to decrease
the solvent-exposed area of the protein (fig. S2),
in line with experimental observations (1).

Analysis of the unfolded state observed in
the simulations reveals the presence of both na-
tive and non-native secondary structure elements.
On average, the 12 proteins contain 16% helical
and 5% sheet structure in the unfolded state (5).
These secondary structure elements form tran-
siently (partially or completely), but are typically
only marginally stable in the absence of the sta-
bilizing tertiary interactions, and they persist for
tens to hundreds of nanoseconds in the unfolded
state (Fig. 3 and fig. S6). The propensity to form
local nativelike structure in the unfolded state

correlates strongly with the order of formation of
local nativelike structure along the transition path
(Fig. 3). In particular, initiation sites for folding
are preferentially located in regions that have a
high propensity to form native structure in the
unfolded state (11). In helical proteins, these re-

gions often correspond to individual helices, and
we find that the heliceswith the highest stability in
the unfolded state generally form first during fold-
ing (Fig. 3). These observations support a mech-
anism for protein folding in which the formation
of a subset of key long-range native contacts early

Fig. 2. Formation of topology, native contacts, and secondary structure during protein folding. (A) The
three panels show the accumulation of native secondary structure, nonlocal native contacts, and native
topology during a single folding event for a3D. Each of the three quantities was normalized such that the
average value in the unfolded state was zero, and the average value in the folded state was one. Above the
three panels we show seven representative structures from this transition path, with the corresponding
time points shown with arrows. This analysis was repeated for each of the 24 folding and unfolding events
observed for this protein, and for each of these transitions, the relative orders of formation of secondary
structure, contacts, and topology were quantified by integration of these time series (with the resulting
integrals, corresponding to the area under the curves, here represented by the area of the red shading).
High values of this integral thus correspond to early formation of the corresponding quantity during a
folding event. (B) The 24 transitions of a3D in a scatter plot are represented, with each of the black points
corresponding to the time series integral for a single folding event (unfolding events were analyzed in
reverse). The red point corresponds to the folding event shown in (A), and the green point represents the
average of the time series integrals over all 24 transitions (error bars represent SEM). (C) We repeated this
analysis for 11 of the 12 proteins (chignolin was omitted because of its small size). Each point shows the
average value over all folding and unfolding events observed for one protein [as described above for the
green point in (B)]. Each point is labeled with the PDB code of the relevant protein (see also Fig. 1). Most
proteins fall below the diagonal in these plots, showing that topology and secondary structure develop
earlier than the full set of native contacts.
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How Fast-Folding Proteins Fold
Kresten Lindorff-Larsen,1*† Stefano Piana,1*† Ron O. Dror,1 David E. Shaw1,2†

An outstanding challenge in the field of molecular biology has been to understand the process
by which proteins fold into their characteristic three-dimensional structures. Here, we report the
results of atomic-level molecular dynamics simulations, over periods ranging between 100 ms
and 1 ms, that reveal a set of common principles underlying the folding of 12 structurally diverse
proteins. In simulations conducted with a single physics-based energy function, the proteins,
representing all three major structural classes, spontaneously and repeatedly fold to their
experimentally determined native structures. Early in the folding process, the protein backbone
adopts a nativelike topology while certain secondary structure elements and a small number of
nonlocal contacts form. In most cases, folding follows a single dominant route in which elements
of the native structure appear in an order highly correlated with their propensity to form in the
unfolded state.

Protein folding is a process of molecular
self-assembly during which a disordered
polypeptide chain collapses to form a com-

pact and well-defined three-dimensional struc-
ture. Hundreds of studies have been devoted to
understanding the mechanisms underlying this
process, but experimentally characterizing the
full folding pathway for even a single protein—
let alone for many proteins differing in size,
topology, and stability—has proven extremely
difficult. Similarly, simulating the folding of a
small protein at an atomic level of detail is a
daunting task. Both experimental and compu-
tational studies have thus generally focused on
one protein at a time, with such studies each
performed under different conditions or with
different techniques. Possibly because of the
resulting heterogeneity of the available data,
numerous theories have been proposed to de-
scribe protein folding and no consensus has
been reached on which of these theories, if any,
is correct (1).

Our research group has developed a special-
ized supercomputer, called Anton, which greatly
accelerates the execution of atomistic molecular
dynamics (MD) simulations (2, 3). In addition,
we recently modified the CHARMM force field
in an effort to make it more easily transferable
among different protein classes (4). Here, we have
combined these advances to study the folding
process of fast-folding proteins through equilib-
rium MD simulations (2). We studied 12 protein
domains (5) that range in size from 10 to 80 amino
acid residues, contain no disulfide bonds or pros-
thetic groups, and include members of all three
major structural classes (a-helical, b sheet and
mixed a/b). Of these 12 protein domains, 9 repre-
sent the nine folds considered in a review of fast-
folding proteins (6). Asmost of these nine proteins
contain only a helices, we also included two ad-

ditional a/b proteins and a stable b hairpin to
increase the structural diversity of the set of pro-
teins examined.

In our simulations, all of which used a single
force field (4) and included explicitly represented
solvent molecules, 11 of the 12 proteins folded
spontaneously to structures matching their exper-
imentally determined native structures to atomic

resolution (Fig. 1). The native state of the 12th
protein, the Engrailed homeodomain, proved
unstable in simulation. We were, however, able
to fold a different homeodomain (7) with the
same overall structure; the results reported below
pertain to this variant, rather than the Engrailed
homeodomain.

For all 12 proteins that folded in simulation,
we were also able to perform simulations near
the melting temperature, at which both folding
and unfolding could be observed repeatedly in
a single, long equilibrium MD simulation. For
each of the 12 proteins, we performed between
one and four simulations, each between 100 ms
and 1 ms long, and observed a total of at least
10 folding and 10 unfolding events. In total, we
collected ~8 ms of simulation, containing more
than 400 folding or unfolding events. For 8 of
the 12 proteins, the most representative structure
of the folded state fell within 2 Å root mean
square deviation (RMSD) of the experimental
structure (Fig. 1). This is particularly notable
given that the RMSD calculations included the
flexible tail residues and that, in some cases,
there was no experimental structure available

1D. E. Shaw Research, New York, NY 10036, USA. 2Center
for Computational Biology and Bioinformatics, Columbia
University, New York, NY 10032, USA.

*These authors contributed equally to the manuscript.
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Fig. 1. Representative structures of the folded state observed in reversible folding simulations of 12
proteins. For each protein, we show the folded structure obtained from simulation (blue) superimposed on
the experimentally determined structure (red), along with the total simulation time, the PDB entry of the
experimental structure, the Ca-RMSD (over all residues) between the two structures, and the folding time
(obtained as the average lifetime in the unfolded state observed in the simulations). Each protein is
labeled with a commonly used name, although in several cases, we studied mutants of the parent se-
quence [amino acid sequences of the 12 proteins and simulation details are presented in (5)]. PDB entries
in italics indicate that the structure has not been determined for the simulated sequence and that, instead,
we compare it with the structure of the closest homolog in the PDB. The calculated structure was obtained
by clustering the simulations (26) to avoid bias toward the experimentally determined structure.
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How Fast-Folding Proteins Fold
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An outstanding challenge in the field of molecular biology has been to understand the process
by which proteins fold into their characteristic three-dimensional structures. Here, we report the
results of atomic-level molecular dynamics simulations, over periods ranging between 100 ms
and 1 ms, that reveal a set of common principles underlying the folding of 12 structurally diverse
proteins. In simulations conducted with a single physics-based energy function, the proteins,
representing all three major structural classes, spontaneously and repeatedly fold to their
experimentally determined native structures. Early in the folding process, the protein backbone
adopts a nativelike topology while certain secondary structure elements and a small number of
nonlocal contacts form. In most cases, folding follows a single dominant route in which elements
of the native structure appear in an order highly correlated with their propensity to form in the
unfolded state.

Protein folding is a process of molecular
self-assembly during which a disordered
polypeptide chain collapses to form a com-

pact and well-defined three-dimensional struc-
ture. Hundreds of studies have been devoted to
understanding the mechanisms underlying this
process, but experimentally characterizing the
full folding pathway for even a single protein—
let alone for many proteins differing in size,
topology, and stability—has proven extremely
difficult. Similarly, simulating the folding of a
small protein at an atomic level of detail is a
daunting task. Both experimental and compu-
tational studies have thus generally focused on
one protein at a time, with such studies each
performed under different conditions or with
different techniques. Possibly because of the
resulting heterogeneity of the available data,
numerous theories have been proposed to de-
scribe protein folding and no consensus has
been reached on which of these theories, if any,
is correct (1).

Our research group has developed a special-
ized supercomputer, called Anton, which greatly
accelerates the execution of atomistic molecular
dynamics (MD) simulations (2, 3). In addition,
we recently modified the CHARMM force field
in an effort to make it more easily transferable
among different protein classes (4). Here, we have
combined these advances to study the folding
process of fast-folding proteins through equilib-
rium MD simulations (2). We studied 12 protein
domains (5) that range in size from 10 to 80 amino
acid residues, contain no disulfide bonds or pros-
thetic groups, and include members of all three
major structural classes (a-helical, b sheet and
mixed a/b). Of these 12 protein domains, 9 repre-
sent the nine folds considered in a review of fast-
folding proteins (6). Asmost of these nine proteins
contain only a helices, we also included two ad-

ditional a/b proteins and a stable b hairpin to
increase the structural diversity of the set of pro-
teins examined.

In our simulations, all of which used a single
force field (4) and included explicitly represented
solvent molecules, 11 of the 12 proteins folded
spontaneously to structures matching their exper-
imentally determined native structures to atomic

resolution (Fig. 1). The native state of the 12th
protein, the Engrailed homeodomain, proved
unstable in simulation. We were, however, able
to fold a different homeodomain (7) with the
same overall structure; the results reported below
pertain to this variant, rather than the Engrailed
homeodomain.

For all 12 proteins that folded in simulation,
we were also able to perform simulations near
the melting temperature, at which both folding
and unfolding could be observed repeatedly in
a single, long equilibrium MD simulation. For
each of the 12 proteins, we performed between
one and four simulations, each between 100 ms
and 1 ms long, and observed a total of at least
10 folding and 10 unfolding events. In total, we
collected ~8 ms of simulation, containing more
than 400 folding or unfolding events. For 8 of
the 12 proteins, the most representative structure
of the folded state fell within 2 Å root mean
square deviation (RMSD) of the experimental
structure (Fig. 1). This is particularly notable
given that the RMSD calculations included the
flexible tail residues and that, in some cases,
there was no experimental structure available
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Fig. 1. Representative structures of the folded state observed in reversible folding simulations of 12
proteins. For each protein, we show the folded structure obtained from simulation (blue) superimposed on
the experimentally determined structure (red), along with the total simulation time, the PDB entry of the
experimental structure, the Ca-RMSD (over all residues) between the two structures, and the folding time
(obtained as the average lifetime in the unfolded state observed in the simulations). Each protein is
labeled with a commonly used name, although in several cases, we studied mutants of the parent se-
quence [amino acid sequences of the 12 proteins and simulation details are presented in (5)]. PDB entries
in italics indicate that the structure has not been determined for the simulated sequence and that, instead,
we compare it with the structure of the closest homolog in the PDB. The calculated structure was obtained
by clustering the simulations (26) to avoid bias toward the experimentally determined structure.
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The difference of the log-likelihood functions,
Dln L = ln L(tS) – ln L(0), as a function of tS, is
plotted in Fig. 4B for the WW domain. This
function was calculated from 527 transitions be-
tween the folded and unfolded states. In this plot,
the likelihood at tS = 0, Lð0Þ ¼ lim

tS→0
LðtSÞ is the

value for a two-state model where every transition
between folded and unfolded states is instan-
taneous, i.e., it occurs faster than the shortest
photon interval. Therefore, the plot displays how
much better (or worse) a two-state model with a
finite transition-path time describes the photon
trajectories than a two-state model with an instan-
taneous transition. There is a highly significant
peak in the likelihood function in Fig. 4B at 16
(T3) ms. (The error is the standard deviation ob-
tained from the curvature of the peak.) Simu-
lations of photon trajectories show that, if Dln L
at the peak is higher than a certain confidence
level, the value of tS at the peak corresponds to
the assumed tS and does not arise from statis-
tical fluctuations (fig. S6) (11). We used a confi-
dence level that satisfies a condition L(tS)/[L(tS) +
L(0)] = 0.95, which assures 95% confidence in
the significance of the maximum and corresponds
to Dln L ≈ 3 (the dashed horizontal lines in Fig.
4). The value of 16 ms at Dln L = 7.8 is therefore
a well-determined quantity and corresponds, in
our model (Fig. 4A), to the average transition-
path time 〈tTP〉. That 〈tTP〉 is the same for fold-
ing and unfolding transitions is shown in fig.
S5 (11), which is consistent with the require-
ment of microscopic reversibility that 〈tTP〉 for
a barrier crossing be the same in both direc-
tions (12).

To extrapolate the value of 〈tTP〉 to the vis-
cosity in the absence of glycerol, we determined
the rate coefficients at different viscosities (table
S1) (11). Using a linear free-energy relation to
account for the change in stability resulting from
the addition of glycerol and guanidinium chlo-
ride (GdmCl), we find that the rate coefficients
for folding and unfolding depend inversely on the
first power of the viscosity (11), so 〈tTP〉 should
scale the same way (see Eqs. 2 and 3 below).
Because the viscosity of 3 M GdmCl in 50%
glycerol solution is found to be 10 times that of
2 M GdmCl (11), our best estimate of 〈tTP〉 in
the absence of a viscogen at 293 K is ~2 ms.

We have used the simplest possible model
for determining 〈tTP〉. However, more realistic
models that depict a more gradual change in the
FRET efficiency along a transition path—with
two and three steps in the FRET efficiency in
the transition path between states instead of just
one (Fig. 4A)—yield very similar values for 〈tTP〉
(fig. S9) (11). We also found that the value of
〈tTP〉 is not sensitive to the choice of the FRET
efficiency for S, as long as the value is between
the two FRET efficiencies of the folded and un-
folded states (0.6 ≤ ES ≤ 0.7) (fig. S7) (11).

For proteins with very low free-energy bar-
riers, it may be possible to estimate 〈tTP〉 from en-
semble measurements. Gruebele and co-workers
have studied the kinetics of the ultrafast-folding,

33-residue FiP35 WW domain, which has a very
similar fold to that of our WW domain (FBP28)
and ~30% sequence identity (13). Prior to the
~10-ms folding-unfolding relaxation at the melting
temperature of ~350 K, a ~1.5-ms relaxation was
observed, which was called a “molecular phase”
and attributed to a change in the small pop-
ulation of molecules at the top of a low free-
energy barrier in response to the temperature
jump. No molecular phase was observed for
the FBP WW domain (7), presumably because
it is a slower folder owing to a higher barrier,
and there is therefore no detectable amplitude
from the change in the barrier top population. In
this interpretation, Gruebele’s ~1.5-ms relaxation
corresponds to the lifetime, tS, of our kinetic
model for the transition path (Fig. 4).

Shaw and co-workers have simulated equi-
librium trajectories of the FiP35 WW domain
using all-atom molecular dynamics calculations
(4). They found 〈tTP〉 to be 0.5 (T0.1) ms at 360 K
using the TIP3P explicit water model (6). After
rescaling for the difference in viscosity compared
with real water, the simulated 〈tTP〉 becomes ~1.5 ms
(14). Although the sequences for the two WW
domains are different, the finding of similar val-
ues for 〈tTP〉 from the simulations and both en-
semble and single-molecule experiments provides
support for the accuracy of the simulations,
for Gruebele’s interpretation of the molecular
phase, and for our interpretation of the single-
molecule photon trajectories.

The folding time of protein GB1 in 4 M urea
is ~1 s. This time is far too long to observe
folding transitions in trajectories simulated by
atomistic equilibrium molecular dynamics, which
makes even an upper bound for the transition-
path time an interesting quantity. In previous work
(9), we were able to determine an upper bound
of ~200 ms, based on an analysis of individual
trajectories. The photon count rate in those ex-
periments was only 50 ms–1, and the average
time before photobleaching was ~100 ms. In the
present experiments, the much higher count rate
of 350 ms–1 from the increased illumination in-
tensity, together with the collective analysis using
the maximum likelihood method, has allowed
us to determine a much more accurate upper
bound. The penalty for the higher photon count
rate is that the lifetime of the trajectories is short-
ened to ~10 ms by the more intense illumination,
and transitions, albeit clearly resolved (Fig. 3B),
are only observed in a very small fraction of the
trajectories. Measurement at 4 M urea (with no
added glycerol) of trajectories for ~47,000 mol-
ecules yielded just 114 transitions.

These 114 transitions were analyzed with the
same model as for the WW domain. No peak is
observed in the Dln L versus tS plot (Fig. 4C),
so 〈tTP〉 is too short to measure. Nevertheless,
the analysis permits a determination of an upper
bound for 〈tTP〉. By analogy to the significance
of the peak for the WW domain, we can set a
confidence level for the answer to the question:
How long can 〈tTP〉 be before it becomes in-

consistent with the data? The 95% confidence
level that tS in a two-state model with a finite
transition path is less consistent with the photon
trajectories than a two-state model with an in-
stantaneous transition path is given by its value
at Dln L ≈ –3. In other words, 〈tTP〉 cannot be
longer than tS at Dln L = –3 and is therefore an
upper bound on 〈tTP〉. As shown in Fig. 4C, this
upper bound is ~10 ms.

The major result of our experiments is that,
whereas the folding rate coefficients for the WW
domain and protein GB1 differ by four orders
of magnitude, 104 s–1 and 1 s–1, the transition-
path times differ by less than fivefold (~2 ms and
<10 ms), which shows that a fast- and a slow-
folding protein take almost the same time to fold
when folding actually happens.

It is interesting that a simple model by A.
Szabo, based on describing the kinetics of fold-
ing for a two-state system as diffusion over a bar-
rier on a one-dimensional free-energy surface

Fig. 1. Schematic of a folding transition path for
a two-state protein. (A) The kinetics of protein fold-
ing is described by energy landscape theory as dif-
fusion on a one-dimensional free-energy surface
with an order parameter (x) as a reaction coordinate
(1, 15, 25, 26). The unfolded molecule spends the
vast majority of time visiting a large number of
conformations in the free-energy well of the un-
folded state. A transition path is the part of the
trajectory that crosses the reaction coordinate x at
x0 and reaches x1 on the other side of the barrier
without recrossing x0 (12). The duration of this part
is the transition-path time. (B) FRET efficiency tra-
jectory. In the typical experiment, the donor and ac-
ceptor FRET fluorophores are attached to cysteine
residues, which are closer on average in the folded
state (higher FRET efficiency) than in the unfolded
state (lower FRET efficiency). The duration of
the jump in the FRET efficiency trajectory is the
transition-path time. The FRET efficiency monitors
reconfiguration of the polypeptide backbone to
form the native fold but is most probably blind to
the annealing of side chains. Consequently, the
transition path measured by FRET is expected to
be shorter than the transition path monitored by
side-chain contacts, for example, in a molecular
dynamics simulation (6).
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as in the energy landscape theory of Wolynes,
Onuchic, and co-workers (1, 15), can explain this
result. According to Kramers’ theory for such a
barrier crossing (Fig. 1A), the folding time (tF =
1/kF) is given by:

tF ¼ 2p
D*bww*

exp
!
bDG*F

"
≡ t0 exp

!
bDG*F

"

ð2Þ

where D* is the diffusion coefficient at the
barrier top, w2 is the curvature of the unfolded
well (near x0 in Fig. 1A), –(w*)2 is the cur-
vature at the barrier top, b = 1/kBT (where kB
is Boltzmann’s constant and T is temperature),
and DGF* is the height of the folding free-energy
barrier (16–20). For w = w*, 〈tTP〉 is approxi-
mately given by (9, 12):

〈tTP〉 ≈
ln
!
3bDG*F

"

D*bðw*Þ2
≈

t0
2p

ln ln
tF
t0

# $3

ð3Þ

The model predicts that 〈tTP〉 is insensitive to
the barrier height and that fast- and slow-folding
proteins will have similar transition-path times
as long as there are only small differences in
the curvatures and the diffusion coefficients (i.e.,
small difference in t0). The diffusion coefficient
depends on the roughness of the underlying en-
ergy landscape and could therefore differ sub-
stantially among proteins (21–23). The best
current estimate for t0 of fast-folding proteins
is ~1 ms (24), which predicts a ratio of 〈tTP〉
for protein GB1 and the WW domain of 1.4,
compared with the experimental ratio of <5, if
we assume the same t0 for the two proteins.
This ratio varies from 1.3 to 1.8 for t0 between
0.1 and 10 ms.

Our determination of an average transition-
path time is a first step toward the goal of obtain-
ing information on the distribution of folding
pathways from measurements of interdye distance

versus time trajectories during transition paths.
However, the result of this first step by itself has
turned out to be extremely interesting. Folding in-

volves a complex and intricate rearrangement of a
polypeptide chain to form a unique structure, yet
the time for this nontrivial self-assembly process

Fig. 3. Representative fluorescence and photon trajectories and FRET efficiency histograms of WW domain
and protein GB1. (A and B) For the fluorescence trajectories—donor (green) and acceptor (red)—photons were
collected in 50-ms bins for the WW domain and in 100-ms bins for protein GB1. Measurements were made
at 293 K at high illumination intensity (A) in 3 M GdmCl in 50% glycerol for the WW domain (20 kW/cm2,
~650 photons/ms) and (B) in 4 M urea for protein GB1 (10 kW/cm2, ~350 photons/ms). Strings of arrival
times and colors of donor and acceptor photons (photon trajectories) in the transition region (the 80-ms
yellow-shaded regions) are displayed below the binned fluorescence trajectories. Dashed vertical lines in
the photon trajectories indicate the most probable transition interval found by the Viterbi algorithm (11).
The absolute times refer to the start of data collection, ~100 ms before the laser was turned on. (C and D)
FRET efficiency histograms. The mean FRET efficiencies for the WW domain were calculated (C) for each of
the 50-ms bins for the trajectories with the mean photon count rate >400 ms–1 and (D) for folded and
unfolded segments of protein GB1 containing ~2500 photons.

Fig. 2. Schematic of immobilized folded proteins
showing donor (green-emitting) and acceptor (red-
emitting) fluorophores. The proteins are attached to
a polyethyleneglycol (PEG)–coated glass surface via
a biotin-streptavidin-biotin linkage (11).
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Single-Molecule Fluorescence
Experiments Determine Protein
Folding Transition Path Times
Hoi Sung Chung,* Kevin McHale, John M. Louis, William A. Eaton*

The transition path is the tiny fraction of an equilibrium molecular trajectory when a transition
occurs as the free-energy barrier between two states is crossed. It is a single-molecule property that
contains all the mechanistic information on how a process occurs. As a step toward observing
transition paths in protein folding, we determined the average transition-path time for a fast- and
a slow-folding protein from a photon-by-photon analysis of fluorescence trajectories in single-
molecule Förster resonance energy transfer experiments. Whereas the folding rate coefficients
differ by a factor of 10,000, the transition-path times differ by a factor of less than 5, which shows
that a fast- and a slow-folding protein take almost the same time to fold when folding actually
happens. A very simple model based on energy landscape theory can explain this result.

Theory predicts that folding mechanisms are
heterogeneous, so that an individual un-
folded molecule can self-assemble to form

its biologically active, folded structure by means
of many different sequences of conformational
changes (1). The distribution of these folding path-
ways can now be calculated from atomistic mo-
lecular dynamics simulations (2–6). Information
on pathway distributions from experiments must
come from measurements on single molecules,
because only average properties are obtained in
experiments on the large ensemble of molecules
in bulk experiments. A single-molecule, equilib-
rium protein folding-unfolding trajectory is illus-
trated in Fig. 1, as monitored by Förster resonance
energy transfer (FRET) spectroscopy, and its rela-
tion to the free-energy barrier as it crosses be-
tween the folded and unfolded states is shown.
The most interesting part of the trajectory is con-
tained in what appears to be an instantaneous
jump between the two states, called the transition
path, which contains all of the information on the
mechanism of folding and unfolding. The first
step toward observing transition paths in protein
folding, which we report here, is the determination
of its average duration (transition-path time) for a

fast-folding, all-b protein [39-residue formin-binding
protein (FBP) WW domain] shown to be two-state
in ensemble studies (7, 8), as well as a markedly
reduced upper bound compared with our previ-
ous study for the 56-residue, a/b protein GB1
(the B1 immunoglobulin-binding domain of pro-
tein G from Streptococcus) (9). In contrast to a rate
coefficient, which measures the frequency of a
transition, the transition-path time is the duration
of a successful barrier-crossing event (Fig. 1).

The strategy used in this study is to illumi-
nate dye-labeled protein molecules at very high
intensities to increase the number of detected pho-
tons per transition path, to discard the majority
of photons from the less-interesting segments of
the trajectories between transitions, and to ana-
lyze the transition region with a maximum like-
lihood method by using simple models for the
transition path.

Photon trajectories were measured for immo-
bilized WW domain and protein GB1 molecules
with donor and acceptor fluorophores attached
to cysteines incorporated into the proteins (Fig. 2).
In these trajectories, two properties of each pho-
ton were recorded—the color, either donor green
or acceptor red, and the absolute time of arrival
to within ~0.5 ns. As shown in Fig. 3, A and B,
transitions between states are clearly resolved in
the binned fluorescence and photon trajectories,
and the FRET efficiency distributions (Fig. 3, C
and D) are bimodal, which indicates the presence
of two states. The photon trajectories were ex-

tracted from the region near the transitions and
analyzed using the Gopich-Szabo maximum like-
lihood method (10).

For a given model, the Gopich-Szabo meth-
od calculates the parameters of the model that
can most accurately reproduce the photon tra-
jectories (Fig. 3). We adopt a one-step model for
the transition path, which may be viewed as the
simplest discrete representation of how the
FRET efficiency changes along the path. This
picture can be represented in a kinetic model for
a two-state system with a finite transition path
by introducing a third virtual state, S, for which
the FRET efficiency is midway between the
folded and unfolded states [ES = (EF + EU)/2].
In this model, the lifetime of S (tS) corresponds
to the average transition-path time, 〈tTP〉 (Fig. 4A).
S has the property of a transition state, because
the rate coefficients from S to F and S to U (kS)
are the same, and therefore, the pfold = ½.

The likelihood function for the jth photon
trajectory is (10):

Lj ¼ v T
fin ∏

N

i¼2
fnF(ci) exp ½(K − n)ti#gnF(c1)vini

ð1Þ

Here, K is the rate matrix [equation S6 (11)]
containing the three rate coefficients (kF′, kU′,
and kS), N is the number of photons in the jth
trajectory, ci is the color of the ith photon (donor
or acceptor), and t i is a time interval between
the ith and (i – 1)th photons as shown in fig.
S4B (11). The photon color matrix F depends
on the color of a photon as F(acceptor) = E and
F(donor) = I – E, where E is a diagonal matrix
with elements that are FRET efficiencies of
the three states (F, S, and U), and I is the unit
matrix. n is a diagonal matrix with elements
that are photon count rates of the three states.
vini and vfin are vectors that describe the state
(folded or unfolded) at the beginning and the
end of the trajectory. Practically, log-likelihood
functions were calculated, and the total log like-
lihood function of all trajectories was calcu-
lated by summing the log-likelihood functions

(ln L ¼ ∑
j
ln Lj) of individual trajectories that

contain a transition between folded and unfolded
states. In the likelihood function L, tS is the only
variable parameter (11).
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The transition path is the tiny fraction of an equilibrium molecular trajectory when a transition
occurs as the free-energy barrier between two states is crossed. It is a single-molecule property that
contains all the mechanistic information on how a process occurs. As a step toward observing
transition paths in protein folding, we determined the average transition-path time for a fast- and
a slow-folding protein from a photon-by-photon analysis of fluorescence trajectories in single-
molecule Förster resonance energy transfer experiments. Whereas the folding rate coefficients
differ by a factor of 10,000, the transition-path times differ by a factor of less than 5, which shows
that a fast- and a slow-folding protein take almost the same time to fold when folding actually
happens. A very simple model based on energy landscape theory can explain this result.

Theory predicts that folding mechanisms are
heterogeneous, so that an individual un-
folded molecule can self-assemble to form

its biologically active, folded structure by means
of many different sequences of conformational
changes (1). The distribution of these folding path-
ways can now be calculated from atomistic mo-
lecular dynamics simulations (2–6). Information
on pathway distributions from experiments must
come from measurements on single molecules,
because only average properties are obtained in
experiments on the large ensemble of molecules
in bulk experiments. A single-molecule, equilib-
rium protein folding-unfolding trajectory is illus-
trated in Fig. 1, as monitored by Förster resonance
energy transfer (FRET) spectroscopy, and its rela-
tion to the free-energy barrier as it crosses be-
tween the folded and unfolded states is shown.
The most interesting part of the trajectory is con-
tained in what appears to be an instantaneous
jump between the two states, called the transition
path, which contains all of the information on the
mechanism of folding and unfolding. The first
step toward observing transition paths in protein
folding, which we report here, is the determination
of its average duration (transition-path time) for a

fast-folding, all-b protein [39-residue formin-binding
protein (FBP) WW domain] shown to be two-state
in ensemble studies (7, 8), as well as a markedly
reduced upper bound compared with our previ-
ous study for the 56-residue, a/b protein GB1
(the B1 immunoglobulin-binding domain of pro-
tein G from Streptococcus) (9). In contrast to a rate
coefficient, which measures the frequency of a
transition, the transition-path time is the duration
of a successful barrier-crossing event (Fig. 1).

The strategy used in this study is to illumi-
nate dye-labeled protein molecules at very high
intensities to increase the number of detected pho-
tons per transition path, to discard the majority
of photons from the less-interesting segments of
the trajectories between transitions, and to ana-
lyze the transition region with a maximum like-
lihood method by using simple models for the
transition path.

Photon trajectories were measured for immo-
bilized WW domain and protein GB1 molecules
with donor and acceptor fluorophores attached
to cysteines incorporated into the proteins (Fig. 2).
In these trajectories, two properties of each pho-
ton were recorded—the color, either donor green
or acceptor red, and the absolute time of arrival
to within ~0.5 ns. As shown in Fig. 3, A and B,
transitions between states are clearly resolved in
the binned fluorescence and photon trajectories,
and the FRET efficiency distributions (Fig. 3, C
and D) are bimodal, which indicates the presence
of two states. The photon trajectories were ex-

tracted from the region near the transitions and
analyzed using the Gopich-Szabo maximum like-
lihood method (10).

For a given model, the Gopich-Szabo meth-
od calculates the parameters of the model that
can most accurately reproduce the photon tra-
jectories (Fig. 3). We adopt a one-step model for
the transition path, which may be viewed as the
simplest discrete representation of how the
FRET efficiency changes along the path. This
picture can be represented in a kinetic model for
a two-state system with a finite transition path
by introducing a third virtual state, S, for which
the FRET efficiency is midway between the
folded and unfolded states [ES = (EF + EU)/2].
In this model, the lifetime of S (tS) corresponds
to the average transition-path time, 〈tTP〉 (Fig. 4A).
S has the property of a transition state, because
the rate coefficients from S to F and S to U (kS)
are the same, and therefore, the pfold = ½.

The likelihood function for the jth photon
trajectory is (10):

Lj ¼ v T
fin ∏

N

i¼2
fnF(ci) exp ½(K − n)ti#gnF(c1)vini

ð1Þ

Here, K is the rate matrix [equation S6 (11)]
containing the three rate coefficients (kF′, kU′,
and kS), N is the number of photons in the jth
trajectory, ci is the color of the ith photon (donor
or acceptor), and t i is a time interval between
the ith and (i – 1)th photons as shown in fig.
S4B (11). The photon color matrix F depends
on the color of a photon as F(acceptor) = E and
F(donor) = I – E, where E is a diagonal matrix
with elements that are FRET efficiencies of
the three states (F, S, and U), and I is the unit
matrix. n is a diagonal matrix with elements
that are photon count rates of the three states.
vini and vfin are vectors that describe the state
(folded or unfolded) at the beginning and the
end of the trajectory. Practically, log-likelihood
functions were calculated, and the total log like-
lihood function of all trajectories was calcu-
lated by summing the log-likelihood functions

(ln L ¼ ∑
j
ln Lj) of individual trajectories that

contain a transition between folded and unfolded
states. In the likelihood function L, tS is the only
variable parameter (11).
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Flexible polymer in good solvent (SAW)
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Collapse of flexible polymer in poor solvent 
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Figure 3.15  Genomes 3 (© Garland Science 2007) 
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3C (chromosome conformation capture)

tween homologs are transiently lost during S
phase, but are immediately restored and then
become increasingly robust during prophase
when synaptonemal complex is formed [re-
viewed in (18, 19)].

Centromere relationships were probed by
analyzing the frequencies with which the cen-
tromere of chromosome IV (CEN4) became
cross-linked to each of 10 sites along the
length of chromosome III. In premeiotic
cells, CEN4 interacted strongly only with the
chromosome III centromere (CEN3; primer
pair 6!14, Fig. 2A). Identical results were
obtained in exponentially growing diploid
cells and in both MATa and MAT" haploid
cells (9). In contrast, at 4 and 5 hours after the
onset of meiosis, the interaction frequency
between the two centromeres was reduced by
a factor of 4 to 5 (Fig. 2A), in good agree-
ment with the timing and extent of reduction
observed in cytological studies (12, 14). In-
teractions between CEN4 and sites on chro-
mosome III distant from CEN3 were little or
not at all reduced. A low frequency of cen-
tromere interactions was still observed at the
later time points. This signal likely represents
the 10 to 15% of cells that typically fail to
enter meiosis in such experiments (20).

Relationships between homologs were an-
alyzed using maternal and paternal versions
of chromosome III marked differentially with
Xho I restriction site polymorphisms that
flank a meiotic recombination hotspot
(HIS4LEU2) (21). This hotspot is located in
the middle of the 106-kb left arm (Fig. 2B).
Cross-linking and ligation of the Xho I hot-
spot fragments from the two homologs yields
unique ligation products that are not formed
after ligation of fragments from sister chro-
matids. As a control, we analyzed nonho-
mologous interactions between each of the
chromosome III hotspot fragments and anal-
ogously positioned sites on chromosome VI.
The latter sites were located in the middle of
the chromosome VI right arm, which is also
#100 kb. As a result, in the control experi-
ment, homologous and nonhomologous inter-
actions should be closely similar with respect
to juxtaposition mediated by clustering of
telomeres or centromeres.

The level of homologous interactions was
low in premeiotic cells (Fig. 2B, lanes 1 and
5) but increased by a factor of #10 after 4
and 5 hours, times at which homologs are
known to be maximally juxtaposed (20, 21).
In contrast, nonhomologous interactions were
infrequent in premeiotic cells and did not
increase during meiosis (Fig. 2B, lanes 2 to 4
and 6 to 8). Interestingly, even in premeiotic
cells homologous interactions were slightly
more frequent than nonhomologous interac-
tions, consistent with the loose pairing of
homologs detected at this stage by FISH (15–
17).

These observations demonstrate that the

3C assay reliably detects important qualita-
tive features of chromosome organization. In
addition, these results suggest that nuclear
organization is not markedly affected during
nuclei purification.

The 3C assay also permits detailed
quantitative analysis of chromosome struc-
ture. The spatial disposition of the chroma-
tin fiber is determined by its flexibility and
by additional constraints on its path. These
parameters together determine the interac-
tion frequencies of different sites. When a
large number of cross-linking frequencies
is determined, the relationship between
cross-linking frequency and genomic site

separation can be interpreted using polymer
models that describe this relationship in
terms of flexibility and other structural pa-
rameters that relate to chromosome confor-
mation (22–26).

The cross-linking frequency between two
loci of the chromosome with a site separation
distance s (in kb), X(s), is directly proportional
to the local concentration j

M
(s), which is the

concentration of one site of the polymer in
proximity to the other site (26):

X(s) ! k $ jM(s) (1)

The proportionality constant k reflects the
efficiency of the cross-linking reaction and

Fig. 1. The Chromosome Conformation Capture (3C) methodology. (A) Schematic representation
of the assay: formaldehyde cross-linking, Eco RI digestion, intramolecular ligation, and PCR-
mediated detection of ligation products after reversal of the cross-links. The asterisk indicates the
newly formed restriction site. (B) Determination of the cross-linking frequency of two loci. The
linear range for the quantitative PCR reactions was determined by titrating the cross-linked and
control templates, and the products were run on agarose gels. The graphs show the quantitation
of PCR product that was obtained with primer pair 5!6 (solid circles) and primer pair 6!13 (open
circles) [see (C)]. PCR product formation was linear up to 0.15 %g of cross-linked template and up
to 0.4 %g of the control template. In all subsequent experiments, 35 ng of cross-linked template
and 150 ng of control template were used. (C) Lower panel: Positions of 13 primers along
chromosome III that are used in this study. The open circle indicates the centromere; arrowheads
indicate the telomeres. Upper panel: Control experiments. Primer pairs 5!6 and 6!13 were used
to detect ligation products on various templates. Similar amounts of ligation products were
detected when the control template was used (lane 1). No PCR products were obtained on any of
the templates when the ligation step was omitted (lanes 2 to 8). Treating purified genomic DNA
with formaldehyde before digestion followed by dilution and ligation did not result in increased
ligation product formation (lanes 9 and 10). Using nuclei, no random intermolecular ligation
products were detected (lane 11), because no products were detected when the formaldehyde
treatment was left out (44). Ligation product formation increased linearly with formaldehyde
concentration (lanes 12 to 15). In all other experiments, 1% formaldehyde was used. (D) The
method was applied to nuclei isolated from an exponentially growing haploid culture. The
cross-linking frequency of the centromere (primer 6, lanes 1 to 12) and the left telomere (primer
1, lanes 13 to 24) with the 12 other sites along chromosome III was determined and plotted. A
schematic representation of chromosome III is indicated in which the gray vertical bars represent
the position of either the centromere or the left telomere.
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particular model we used is a good first ap-
proximation for chromosome III under the
cellular circumstances of these experiments.
We did not need to include terms for volume
exclusion in this analysis. Deviations from
the fitted curve may be due to noise but may
also reflect real differences (see below).

A value of c ! 363 kb indicates that this
linear chromosome is constrained in a circu-
lar conformation whose apparent circle size is
only slightly larger than the actual length of
the chromosome ("320 kb). This feature is
most prominently apparent in the tendency
for cross-linking frequencies to increase for
larger site separations (s # 200 kb; Fig. 3A).

A value of l ! 56 nm corresponds to a
persistence length of 28 nm, which in turn
corresponds to 2.5 kb. These results suggest
that yeast chromatin is quite flexible [see also
(30)]. The persistence length, expressed in
kb, of chromatin is considerably larger than
that of naked DNA (2.5 kb versus 150 base
pairs). Therefore, this property affects inter-
actions between sites separated by larger ge-
netic distances in the case of chromatin than
in the case of naked DNA. Hence, chromo-
some III is quite compact, with sites separat-
ed by large genomic distances being relative-
ly close to one another in three-dimensional
(3D) space. The highest relative local concen-
tration of two sites occurs at a genomic site
separation distance of s " 9 kb [l " 60 nm
(31)]. At this site separation, the relative local
concentration of the two sites is 6 $ 10%7 M.
The local concentration remains relatively
high, at least 2 $ 10%8 M, for all pairs of sites
along chromosome III. These values imply
that interactions between proteins present at
nanomolar concentrations will be strongly
facilitated when they are bound to this chro-
mosome, even if their binding sites are sep-
arated by a relatively large genomic distance.

The value of l also has consequences for
the higher order organization of yeast chro-
mosomes. Although some physical properties
of mitotic and meiotic chromosomes are like-
ly to be different from the properties we
determined here, the flexibility of the chro-
matin fiber in G1 is at least consistent with
the observed loop sizes of "20 kb of meiotic
chromosomes (32) and estimates of loop siz-
es of 9 to 15 kb in mitotic chromosomes (33,
34). These relationships suggest that chroma-
tin flexibility may be an important parameter
of loop formation and function [see also
(19)]. The value of l will also be important
for chromosomal processes that involve loop-
ing and other long-range interactions along
the chromatin fiber.

Yeast chromosomes comprise GC-rich and
AT-rich domains, or isochores, of about 50 to
100 kb (35, 36). Chromosome III has one AT-
rich domain (located on the right arm from 100
to 190 kb) and two GC-rich domains (located
on the left arm from 25 to 100 kb and on the

right arm from 190 to 280 kb). These domains
exhibit functional differentiation, as is most
clearly illustrated by the fact that the GC-rich
domains display high levels of meiotic recom-

bination relative to the AT-rich domain (37,
38). These domains are likely analogous to the
R- and G-bands found in larger eukaryotes (19,
39). We were interested in the possibility that

Fig. 3. Analysis of the structure of chromosome III during interphase. The 3C technology was
applied to nuclei purified from haploid NKY2997 cells arrested in G1 with &-factor. (A) All pairwise
cross-linking frequencies between positions 1 and 13 shown in Fig. 1C were determined in
triplicate, and the average and standard error of the mean are plotted against site separation. The
fit to Eq. 2 is indicated by the continuous line, and the values for l, c, and k are indicated. (B)
Cross-linking frequencies between a large number of sites located in the AT-rich domain (left panel)
and the GC-rich domain (right panel) of the right arm of chromosome III were determined in
triplicate, and the average and standard error of the mean are plotted against site separation. Fits
to Eq. 2 are indicated by continuous lines, and the values for l , c, and k are indicated. (C) Schematic
representation of the complete distance table of chromosome III. Distances were calculated for all
78 pairwise combinations of sites 1 to 13 (Fig. 1C) using cross-linking frequencies shown in (A). (D)
Population-average 3D model of chromosome III, drawn with Truespace software. The model was
calculated using the set of 78 distances shown in (C). The numbers correspond to the positions
shown in Fig. 1C. The AT-rich region in the right arm (positions 6 to 9) is indicated in green, the
GC-rich domains (position 2 to 6 and 9 to 12) are indicated in red, and the subtelomeric regions
are indicated in blue.
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particular model we used is a good first ap-
proximation for chromosome III under the
cellular circumstances of these experiments.
We did not need to include terms for volume
exclusion in this analysis. Deviations from
the fitted curve may be due to noise but may
also reflect real differences (see below).

A value of c ! 363 kb indicates that this
linear chromosome is constrained in a circu-
lar conformation whose apparent circle size is
only slightly larger than the actual length of
the chromosome ("320 kb). This feature is
most prominently apparent in the tendency
for cross-linking frequencies to increase for
larger site separations (s # 200 kb; Fig. 3A).

A value of l ! 56 nm corresponds to a
persistence length of 28 nm, which in turn
corresponds to 2.5 kb. These results suggest
that yeast chromatin is quite flexible [see also
(30)]. The persistence length, expressed in
kb, of chromatin is considerably larger than
that of naked DNA (2.5 kb versus 150 base
pairs). Therefore, this property affects inter-
actions between sites separated by larger ge-
netic distances in the case of chromatin than
in the case of naked DNA. Hence, chromo-
some III is quite compact, with sites separat-
ed by large genomic distances being relative-
ly close to one another in three-dimensional
(3D) space. The highest relative local concen-
tration of two sites occurs at a genomic site
separation distance of s " 9 kb [l " 60 nm
(31)]. At this site separation, the relative local
concentration of the two sites is 6 $ 10%7 M.
The local concentration remains relatively
high, at least 2 $ 10%8 M, for all pairs of sites
along chromosome III. These values imply
that interactions between proteins present at
nanomolar concentrations will be strongly
facilitated when they are bound to this chro-
mosome, even if their binding sites are sep-
arated by a relatively large genomic distance.

The value of l also has consequences for
the higher order organization of yeast chro-
mosomes. Although some physical properties
of mitotic and meiotic chromosomes are like-
ly to be different from the properties we
determined here, the flexibility of the chro-
matin fiber in G1 is at least consistent with
the observed loop sizes of "20 kb of meiotic
chromosomes (32) and estimates of loop siz-
es of 9 to 15 kb in mitotic chromosomes (33,
34). These relationships suggest that chroma-
tin flexibility may be an important parameter
of loop formation and function [see also
(19)]. The value of l will also be important
for chromosomal processes that involve loop-
ing and other long-range interactions along
the chromatin fiber.

Yeast chromosomes comprise GC-rich and
AT-rich domains, or isochores, of about 50 to
100 kb (35, 36). Chromosome III has one AT-
rich domain (located on the right arm from 100
to 190 kb) and two GC-rich domains (located
on the left arm from 25 to 100 kb and on the

right arm from 190 to 280 kb). These domains
exhibit functional differentiation, as is most
clearly illustrated by the fact that the GC-rich
domains display high levels of meiotic recom-

bination relative to the AT-rich domain (37,
38). These domains are likely analogous to the
R- and G-bands found in larger eukaryotes (19,
39). We were interested in the possibility that

Fig. 3. Analysis of the structure of chromosome III during interphase. The 3C technology was
applied to nuclei purified from haploid NKY2997 cells arrested in G1 with &-factor. (A) All pairwise
cross-linking frequencies between positions 1 and 13 shown in Fig. 1C were determined in
triplicate, and the average and standard error of the mean are plotted against site separation. The
fit to Eq. 2 is indicated by the continuous line, and the values for l, c, and k are indicated. (B)
Cross-linking frequencies between a large number of sites located in the AT-rich domain (left panel)
and the GC-rich domain (right panel) of the right arm of chromosome III were determined in
triplicate, and the average and standard error of the mean are plotted against site separation. Fits
to Eq. 2 are indicated by continuous lines, and the values for l , c, and k are indicated. (C) Schematic
representation of the complete distance table of chromosome III. Distances were calculated for all
78 pairwise combinations of sites 1 to 13 (Fig. 1C) using cross-linking frequencies shown in (A). (D)
Population-average 3D model of chromosome III, drawn with Truespace software. The model was
calculated using the set of 78 distances shown in (C). The numbers correspond to the positions
shown in Fig. 1C. The AT-rich region in the right arm (positions 6 to 9) is indicated in green, the
GC-rich domains (position 2 to 6 and 9 to 12) are indicated in red, and the subtelomeric regions
are indicated in blue.
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tween homologs are transiently lost during S
phase, but are immediately restored and then
become increasingly robust during prophase
when synaptonemal complex is formed [re-
viewed in (18, 19)].

Centromere relationships were probed by
analyzing the frequencies with which the cen-
tromere of chromosome IV (CEN4) became
cross-linked to each of 10 sites along the
length of chromosome III. In premeiotic
cells, CEN4 interacted strongly only with the
chromosome III centromere (CEN3; primer
pair 6!14, Fig. 2A). Identical results were
obtained in exponentially growing diploid
cells and in both MATa and MAT" haploid
cells (9). In contrast, at 4 and 5 hours after the
onset of meiosis, the interaction frequency
between the two centromeres was reduced by
a factor of 4 to 5 (Fig. 2A), in good agree-
ment with the timing and extent of reduction
observed in cytological studies (12, 14). In-
teractions between CEN4 and sites on chro-
mosome III distant from CEN3 were little or
not at all reduced. A low frequency of cen-
tromere interactions was still observed at the
later time points. This signal likely represents
the 10 to 15% of cells that typically fail to
enter meiosis in such experiments (20).

Relationships between homologs were an-
alyzed using maternal and paternal versions
of chromosome III marked differentially with
Xho I restriction site polymorphisms that
flank a meiotic recombination hotspot
(HIS4LEU2) (21). This hotspot is located in
the middle of the 106-kb left arm (Fig. 2B).
Cross-linking and ligation of the Xho I hot-
spot fragments from the two homologs yields
unique ligation products that are not formed
after ligation of fragments from sister chro-
matids. As a control, we analyzed nonho-
mologous interactions between each of the
chromosome III hotspot fragments and anal-
ogously positioned sites on chromosome VI.
The latter sites were located in the middle of
the chromosome VI right arm, which is also
#100 kb. As a result, in the control experi-
ment, homologous and nonhomologous inter-
actions should be closely similar with respect
to juxtaposition mediated by clustering of
telomeres or centromeres.

The level of homologous interactions was
low in premeiotic cells (Fig. 2B, lanes 1 and
5) but increased by a factor of #10 after 4
and 5 hours, times at which homologs are
known to be maximally juxtaposed (20, 21).
In contrast, nonhomologous interactions were
infrequent in premeiotic cells and did not
increase during meiosis (Fig. 2B, lanes 2 to 4
and 6 to 8). Interestingly, even in premeiotic
cells homologous interactions were slightly
more frequent than nonhomologous interac-
tions, consistent with the loose pairing of
homologs detected at this stage by FISH (15–
17).

These observations demonstrate that the

3C assay reliably detects important qualita-
tive features of chromosome organization. In
addition, these results suggest that nuclear
organization is not markedly affected during
nuclei purification.

The 3C assay also permits detailed
quantitative analysis of chromosome struc-
ture. The spatial disposition of the chroma-
tin fiber is determined by its flexibility and
by additional constraints on its path. These
parameters together determine the interac-
tion frequencies of different sites. When a
large number of cross-linking frequencies
is determined, the relationship between
cross-linking frequency and genomic site

separation can be interpreted using polymer
models that describe this relationship in
terms of flexibility and other structural pa-
rameters that relate to chromosome confor-
mation (22–26).

The cross-linking frequency between two
loci of the chromosome with a site separation
distance s (in kb), X(s), is directly proportional
to the local concentration j

M
(s), which is the

concentration of one site of the polymer in
proximity to the other site (26):

X(s) ! k $ jM(s) (1)

The proportionality constant k reflects the
efficiency of the cross-linking reaction and

Fig. 1. The Chromosome Conformation Capture (3C) methodology. (A) Schematic representation
of the assay: formaldehyde cross-linking, Eco RI digestion, intramolecular ligation, and PCR-
mediated detection of ligation products after reversal of the cross-links. The asterisk indicates the
newly formed restriction site. (B) Determination of the cross-linking frequency of two loci. The
linear range for the quantitative PCR reactions was determined by titrating the cross-linked and
control templates, and the products were run on agarose gels. The graphs show the quantitation
of PCR product that was obtained with primer pair 5!6 (solid circles) and primer pair 6!13 (open
circles) [see (C)]. PCR product formation was linear up to 0.15 %g of cross-linked template and up
to 0.4 %g of the control template. In all subsequent experiments, 35 ng of cross-linked template
and 150 ng of control template were used. (C) Lower panel: Positions of 13 primers along
chromosome III that are used in this study. The open circle indicates the centromere; arrowheads
indicate the telomeres. Upper panel: Control experiments. Primer pairs 5!6 and 6!13 were used
to detect ligation products on various templates. Similar amounts of ligation products were
detected when the control template was used (lane 1). No PCR products were obtained on any of
the templates when the ligation step was omitted (lanes 2 to 8). Treating purified genomic DNA
with formaldehyde before digestion followed by dilution and ligation did not result in increased
ligation product formation (lanes 9 and 10). Using nuclei, no random intermolecular ligation
products were detected (lane 11), because no products were detected when the formaldehyde
treatment was left out (44). Ligation product formation increased linearly with formaldehyde
concentration (lanes 12 to 15). In all other experiments, 1% formaldehyde was used. (D) The
method was applied to nuclei isolated from an exponentially growing haploid culture. The
cross-linking frequency of the centromere (primer 6, lanes 1 to 12) and the left telomere (primer
1, lanes 13 to 24) with the 12 other sites along chromosome III was determined and plotted. A
schematic representation of chromosome III is indicated in which the gray vertical bars represent
the position of either the centromere or the left telomere.
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tween homologs are transiently lost during S
phase, but are immediately restored and then
become increasingly robust during prophase
when synaptonemal complex is formed [re-
viewed in (18, 19)].

Centromere relationships were probed by
analyzing the frequencies with which the cen-
tromere of chromosome IV (CEN4) became
cross-linked to each of 10 sites along the
length of chromosome III. In premeiotic
cells, CEN4 interacted strongly only with the
chromosome III centromere (CEN3; primer
pair 6!14, Fig. 2A). Identical results were
obtained in exponentially growing diploid
cells and in both MATa and MAT" haploid
cells (9). In contrast, at 4 and 5 hours after the
onset of meiosis, the interaction frequency
between the two centromeres was reduced by
a factor of 4 to 5 (Fig. 2A), in good agree-
ment with the timing and extent of reduction
observed in cytological studies (12, 14). In-
teractions between CEN4 and sites on chro-
mosome III distant from CEN3 were little or
not at all reduced. A low frequency of cen-
tromere interactions was still observed at the
later time points. This signal likely represents
the 10 to 15% of cells that typically fail to
enter meiosis in such experiments (20).

Relationships between homologs were an-
alyzed using maternal and paternal versions
of chromosome III marked differentially with
Xho I restriction site polymorphisms that
flank a meiotic recombination hotspot
(HIS4LEU2) (21). This hotspot is located in
the middle of the 106-kb left arm (Fig. 2B).
Cross-linking and ligation of the Xho I hot-
spot fragments from the two homologs yields
unique ligation products that are not formed
after ligation of fragments from sister chro-
matids. As a control, we analyzed nonho-
mologous interactions between each of the
chromosome III hotspot fragments and anal-
ogously positioned sites on chromosome VI.
The latter sites were located in the middle of
the chromosome VI right arm, which is also
#100 kb. As a result, in the control experi-
ment, homologous and nonhomologous inter-
actions should be closely similar with respect
to juxtaposition mediated by clustering of
telomeres or centromeres.

The level of homologous interactions was
low in premeiotic cells (Fig. 2B, lanes 1 and
5) but increased by a factor of #10 after 4
and 5 hours, times at which homologs are
known to be maximally juxtaposed (20, 21).
In contrast, nonhomologous interactions were
infrequent in premeiotic cells and did not
increase during meiosis (Fig. 2B, lanes 2 to 4
and 6 to 8). Interestingly, even in premeiotic
cells homologous interactions were slightly
more frequent than nonhomologous interac-
tions, consistent with the loose pairing of
homologs detected at this stage by FISH (15–
17).

These observations demonstrate that the

3C assay reliably detects important qualita-
tive features of chromosome organization. In
addition, these results suggest that nuclear
organization is not markedly affected during
nuclei purification.

The 3C assay also permits detailed
quantitative analysis of chromosome struc-
ture. The spatial disposition of the chroma-
tin fiber is determined by its flexibility and
by additional constraints on its path. These
parameters together determine the interac-
tion frequencies of different sites. When a
large number of cross-linking frequencies
is determined, the relationship between
cross-linking frequency and genomic site

separation can be interpreted using polymer
models that describe this relationship in
terms of flexibility and other structural pa-
rameters that relate to chromosome confor-
mation (22–26).

The cross-linking frequency between two
loci of the chromosome with a site separation
distance s (in kb), X(s), is directly proportional
to the local concentration j

M
(s), which is the

concentration of one site of the polymer in
proximity to the other site (26):

X(s) ! k $ jM(s) (1)

The proportionality constant k reflects the
efficiency of the cross-linking reaction and

Fig. 1. The Chromosome Conformation Capture (3C) methodology. (A) Schematic representation
of the assay: formaldehyde cross-linking, Eco RI digestion, intramolecular ligation, and PCR-
mediated detection of ligation products after reversal of the cross-links. The asterisk indicates the
newly formed restriction site. (B) Determination of the cross-linking frequency of two loci. The
linear range for the quantitative PCR reactions was determined by titrating the cross-linked and
control templates, and the products were run on agarose gels. The graphs show the quantitation
of PCR product that was obtained with primer pair 5!6 (solid circles) and primer pair 6!13 (open
circles) [see (C)]. PCR product formation was linear up to 0.15 %g of cross-linked template and up
to 0.4 %g of the control template. In all subsequent experiments, 35 ng of cross-linked template
and 150 ng of control template were used. (C) Lower panel: Positions of 13 primers along
chromosome III that are used in this study. The open circle indicates the centromere; arrowheads
indicate the telomeres. Upper panel: Control experiments. Primer pairs 5!6 and 6!13 were used
to detect ligation products on various templates. Similar amounts of ligation products were
detected when the control template was used (lane 1). No PCR products were obtained on any of
the templates when the ligation step was omitted (lanes 2 to 8). Treating purified genomic DNA
with formaldehyde before digestion followed by dilution and ligation did not result in increased
ligation product formation (lanes 9 and 10). Using nuclei, no random intermolecular ligation
products were detected (lane 11), because no products were detected when the formaldehyde
treatment was left out (44). Ligation product formation increased linearly with formaldehyde
concentration (lanes 12 to 15). In all other experiments, 1% formaldehyde was used. (D) The
method was applied to nuclei isolated from an exponentially growing haploid culture. The
cross-linking frequency of the centromere (primer 6, lanes 1 to 12) and the left telomere (primer
1, lanes 13 to 24) with the 12 other sites along chromosome III was determined and plotted. A
schematic representation of chromosome III is indicated in which the gray vertical bars represent
the position of either the centromere or the left telomere.
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site; require both ATP and S-adenosyl-L-methionine to 
function; multifunctional protein with both restriction and 
methylase activities.

• Type II enzymes cleave within or at short specific distances 
from recognition site; most require magnesium; single 
function (restriction) enzymes independent of methylase.

• Type III enzymes cleave at sites a short distance from 
recognition site; require ATP (but do not hydrolyse it); S-
adenosyl-L-methionine stimulates reaction but is not 
required; exist as part of a complex with a modification 
methylase.

• Type IV enzymes target modified DNA, e.g. methylated, 
hydroxymethylated and glucosyl-hydroxymethylated DNA

Restriction enzymes
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(12, 13). Interestingly, chromosome 18, which is
small but gene-poor, does not interact frequently
with the other small chromosomes; this agrees
with FISH studies showing that chromosome 18
tends to be located near the nuclear periphery (14).

We then zoomed in on individual chromo-
somes to explore whether there are chromosom-
al regions that preferentially associate with each
other. Because sequence proximity strongly in-
fluences contact probability, we defined a normal-

ized contact matrixM* by dividing each entry in
the contact matrix by the genome-wide average
contact probability for loci at that genomic dis-
tance (10). The normalized matrix shows many
large blocks of enriched and depleted interactions,
generating a plaid pattern (Fig. 3B). If two loci
(here 1-Mb regions) are nearby in space, we
reasoned that they will share neighbors and have
correlated interaction profiles. We therefore de-
fined a correlation matrix C in which cij is the

Pearson correlation between the ith row and jth
column of M*. This process dramatically sharp-
ened the plaid pattern (Fig. 3C); 71% of the result-
ing matrix entries represent statistically significant
correlations (P ≤ 0.05).

The plaid pattern suggests that each chromo-
some can be decomposed into two sets of loci
(arbitrarily labeled A and B) such that contacts
within each set are enriched and contacts between
sets are depleted.We partitioned each chromosome

Fig. 1. Overview of Hi-C. (A)
Cells are cross-linked with form-
aldehyde, resulting in covalent
links between spatially adjacent
chromatin segments (DNA frag-
ments shown in dark blue, red;
proteins, which canmediate such
interactions, are shown in light
blue and cyan). Chromatin is
digested with a restriction en-
zyme (here, HindIII; restriction
site marked by dashed line; see
inset), and the resulting sticky
ends are filled in with nucle-
otides, one of which is bio-
tinylated (purple dot). Ligation
is performed under extremely
dilute conditions to create chi-
meric molecules; the HindIII
site is lost and an NheI site is
created (inset). DNA is purified
and sheared. Biotinylated junc-
tions are isolated with strep-
tavidin beads and identified by
paired-end sequencing. (B) Hi-C
produces a genome-wide con-
tactmatrix. The submatrix shown
here corresponds to intrachro-
mosomal interactions on chromo-
some 14. (Chromosome 14 is
acrocentric; the short arm is
not shown.) Each pixel represents all interactions between a 1-Mb locus and another 1-Mb locus; intensity corresponds to the total number of reads (0 to 50). Tick
marks appear every 10 Mb. (C and D) We compared the original experiment with results from a biological repeat using the same restriction enzyme [(C), range
from 0 to 50 reads] and with results using a different restriction enzyme [(D), NcoI, range from 0 to 100 reads].

A

B C D

Fig. 2. The presence and orga-
nization of chromosome territo-
ries. (A) Probability of contact
decreases as a function of ge-
nomic distance on chromosome 1,
eventually reaching a plateau at
~90 Mb (blue). The level of in-
terchromosomal contact (black
dashes) differs for different pairs
of chromosomes; loci on chromo-
some 1 are most likely to inter-
act with loci on chromosome 10
(green dashes) and least likely
to interact with loci on chromo-
some 21 (red dashes). Interchro-
mosomal interactions are depleted
relative to intrachromosomal in-
teractions. (B) Observed/expected
number of interchromosomal con-
tacts between all pairs of chromosomes. Red indicates enrichment, and blue indicates depletion (range from 0.5 to 2). Small, gene-rich chromosomes tend to interact
more with one another, suggesting that they cluster together in the nucleus.
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(12, 13). Interestingly, chromosome 18, which is
small but gene-poor, does not interact frequently
with the other small chromosomes; this agrees
with FISH studies showing that chromosome 18
tends to be located near the nuclear periphery (14).

We then zoomed in on individual chromo-
somes to explore whether there are chromosom-
al regions that preferentially associate with each
other. Because sequence proximity strongly in-
fluences contact probability, we defined a normal-

ized contact matrixM* by dividing each entry in
the contact matrix by the genome-wide average
contact probability for loci at that genomic dis-
tance (10). The normalized matrix shows many
large blocks of enriched and depleted interactions,
generating a plaid pattern (Fig. 3B). If two loci
(here 1-Mb regions) are nearby in space, we
reasoned that they will share neighbors and have
correlated interaction profiles. We therefore de-
fined a correlation matrix C in which cij is the

Pearson correlation between the ith row and jth
column of M*. This process dramatically sharp-
ened the plaid pattern (Fig. 3C); 71% of the result-
ing matrix entries represent statistically significant
correlations (P ≤ 0.05).

The plaid pattern suggests that each chromo-
some can be decomposed into two sets of loci
(arbitrarily labeled A and B) such that contacts
within each set are enriched and contacts between
sets are depleted.We partitioned each chromosome

Fig. 1. Overview of Hi-C. (A)
Cells are cross-linked with form-
aldehyde, resulting in covalent
links between spatially adjacent
chromatin segments (DNA frag-
ments shown in dark blue, red;
proteins, which canmediate such
interactions, are shown in light
blue and cyan). Chromatin is
digested with a restriction en-
zyme (here, HindIII; restriction
site marked by dashed line; see
inset), and the resulting sticky
ends are filled in with nucle-
otides, one of which is bio-
tinylated (purple dot). Ligation
is performed under extremely
dilute conditions to create chi-
meric molecules; the HindIII
site is lost and an NheI site is
created (inset). DNA is purified
and sheared. Biotinylated junc-
tions are isolated with strep-
tavidin beads and identified by
paired-end sequencing. (B) Hi-C
produces a genome-wide con-
tactmatrix. The submatrix shown
here corresponds to intrachro-
mosomal interactions on chromo-
some 14. (Chromosome 14 is
acrocentric; the short arm is
not shown.) Each pixel represents all interactions between a 1-Mb locus and another 1-Mb locus; intensity corresponds to the total number of reads (0 to 50). Tick
marks appear every 10 Mb. (C and D) We compared the original experiment with results from a biological repeat using the same restriction enzyme [(C), range
from 0 to 50 reads] and with results using a different restriction enzyme [(D), NcoI, range from 0 to 100 reads].
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Fig. 2. The presence and orga-
nization of chromosome territo-
ries. (A) Probability of contact
decreases as a function of ge-
nomic distance on chromosome 1,
eventually reaching a plateau at
~90 Mb (blue). The level of in-
terchromosomal contact (black
dashes) differs for different pairs
of chromosomes; loci on chromo-
some 1 are most likely to inter-
act with loci on chromosome 10
(green dashes) and least likely
to interact with loci on chromo-
some 21 (red dashes). Interchro-
mosomal interactions are depleted
relative to intrachromosomal in-
teractions. (B) Observed/expected
number of interchromosomal con-
tacts between all pairs of chromosomes. Red indicates enrichment, and blue indicates depletion (range from 0.5 to 2). Small, gene-rich chromosomes tend to interact
more with one another, suggesting that they cluster together in the nucleus.
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of the genome inferred from Hi-C. More gen-
erally, a strong correlation was observed between
the number of Hi-C readsmij and the 3D distance
between locus i and locus j as measured by FISH
[Spearman’s r = –0.916, P = 0.00003 (fig. S3)],
suggesting that Hi-C read count may serve as a
proxy for distance.

Upon close examination of the Hi-C data, we
noted that pairs of loci in compartment B showed
a consistently higher interaction frequency at a
given genomic distance than pairs of loci in com-
partment A (fig. S4). This suggests that compart-
ment B is more densely packed (15). The FISH
data are consistent with this observation; loci in
compartment B exhibited a stronger tendency for
close spatial localization.

To explore whether the two spatial compart-
ments correspond to known features of the ge-
nome, we compared the compartments identified
in our 1-Mb correlation maps with known genetic
and epigenetic features. Compartment A correlates
strongly with the presence of genes (Spearman’s
r = 0.431, P < 10–137), higher expression [via
genome-wide mRNA expression, Spearman’s
r = 0.476, P < 10–145 (fig. S5)], and accessible
chromatin [as measured by deoxyribonuclease I
(DNAseI) sensitivity, Spearman’s r = 0.651, P
negligible] (16, 17). Compartment A also shows
enrichment for both activating (H3K36 trimethyl-
ation, Spearman’s r = 0.601, P < 10–296) and
repressive (H3K27 trimethylation, Spearman’s
r = 0.282, P < 10–56) chromatin marks (18).

We repeated the above analysis at a resolution
of 100 kb (Fig. 3G) and saw that, although the
correlation of compartment A with all other ge-
nomic and epigenetic features remained strong
(Spearman’s r > 0.4, P negligible), the correla-
tion with the sole repressive mark, H3K27 trimeth-
ylation, was dramatically attenuated (Spearman’s
r = 0.046, P < 10–15). On the basis of these re-
sults we concluded that compartment A is more
closely associated with open, accessible, actively
transcribed chromatin.

We repeated our experiment with K562 cells,
an erythroleukemia cell line with an aberrant kar-
yotype (19). We again observed two compart-
ments; these were similar in composition to those
observed in GM06990 cells [Pearson’s r = 0.732,

Fig. 4. The local packing of
chromatin is consistent with the
behavior of a fractal globule. (A)
Contact probability as a function
of genomic distance averaged
across the genome (blue) shows
a power law scaling between
500 kb and 7 Mb (shaded re-
gion) with a slope of –1.08 (fit
shown in cyan). (B) Simulation
results for contact probability as
a function of distance (1 mono-
mer ~ 6 nucleosomes ~ 1200
base pairs) (10) for equilibrium
(red) and fractal (blue) globules.
The slope for a fractal globule is
very nearly –1 (cyan), confirm-
ing our prediction (10). The slope
for an equilibrium globule is –3/2,
matching prior theoretical expec-
tations. The slope for the fractal
globule closely resembles the slope
we observed in the genome. (C)
(Top) An unfolded polymer chain,
4000 monomers (4.8 Mb) long.
Coloration corresponds to distance
from one endpoint, ranging from
blue to cyan, green, yellow, or-
ange, and red. (Middle) An equi-
librium globule. The structure is
highly entangled; loci that are
nearby along the contour (sim-
ilar color) need not be nearby in
3D. (Bottom) A fractal globule.
Nearby loci along the contour
tend to be nearby in 3D, leading
to monochromatic blocks both
on the surface and in cross sec-
tion. The structure lacks knots.
(D) Genome architecture at three
scales. (Top) Two compartments,
corresponding to open and closed
chromatin, spatially partition the
genome. Chromosomes (blue, cyan,
green) occupy distinct territories.
(Middle) Individual chromosomes
weave back and forth between
the open and closed chromatin
compartments. (Bottom) At the
scale of single megabases, the chromosome consists of a series of fractal globules.
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erally, a strong correlation was observed between
the number of Hi-C readsmij and the 3D distance
between locus i and locus j as measured by FISH
[Spearman’s r = –0.916, P = 0.00003 (fig. S3)],
suggesting that Hi-C read count may serve as a
proxy for distance.

Upon close examination of the Hi-C data, we
noted that pairs of loci in compartment B showed
a consistently higher interaction frequency at a
given genomic distance than pairs of loci in com-
partment A (fig. S4). This suggests that compart-
ment B is more densely packed (15). The FISH
data are consistent with this observation; loci in
compartment B exhibited a stronger tendency for
close spatial localization.

To explore whether the two spatial compart-
ments correspond to known features of the ge-
nome, we compared the compartments identified
in our 1-Mb correlation maps with known genetic
and epigenetic features. Compartment A correlates
strongly with the presence of genes (Spearman’s
r = 0.431, P < 10–137), higher expression [via
genome-wide mRNA expression, Spearman’s
r = 0.476, P < 10–145 (fig. S5)], and accessible
chromatin [as measured by deoxyribonuclease I
(DNAseI) sensitivity, Spearman’s r = 0.651, P
negligible] (16, 17). Compartment A also shows
enrichment for both activating (H3K36 trimethyl-
ation, Spearman’s r = 0.601, P < 10–296) and
repressive (H3K27 trimethylation, Spearman’s
r = 0.282, P < 10–56) chromatin marks (18).

We repeated the above analysis at a resolution
of 100 kb (Fig. 3G) and saw that, although the
correlation of compartment A with all other ge-
nomic and epigenetic features remained strong
(Spearman’s r > 0.4, P negligible), the correla-
tion with the sole repressive mark, H3K27 trimeth-
ylation, was dramatically attenuated (Spearman’s
r = 0.046, P < 10–15). On the basis of these re-
sults we concluded that compartment A is more
closely associated with open, accessible, actively
transcribed chromatin.

We repeated our experiment with K562 cells,
an erythroleukemia cell line with an aberrant kar-
yotype (19). We again observed two compart-
ments; these were similar in composition to those
observed in GM06990 cells [Pearson’s r = 0.732,

Fig. 4. The local packing of
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Contact probability as a function
of genomic distance averaged
across the genome (blue) shows
a power law scaling between
500 kb and 7 Mb (shaded re-
gion) with a slope of –1.08 (fit
shown in cyan). (B) Simulation
results for contact probability as
a function of distance (1 mono-
mer ~ 6 nucleosomes ~ 1200
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(red) and fractal (blue) globules.
The slope for a fractal globule is
very nearly –1 (cyan), confirm-
ing our prediction (10). The slope
for an equilibrium globule is –3/2,
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Coloration corresponds to distance
from one endpoint, ranging from
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Rg~N1/2 for polymer melts at an equilibrium, suggesting 
that each chain in the melts obey statistics of an ideal 
chain. Therefore, the contact probability [P(r1=r2)] for a 
given chain contour should be 
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of the genome inferred from Hi-C. More gen-
erally, a strong correlation was observed between
the number of Hi-C readsmij and the 3D distance
between locus i and locus j as measured by FISH
[Spearman’s r = –0.916, P = 0.00003 (fig. S3)],
suggesting that Hi-C read count may serve as a
proxy for distance.

Upon close examination of the Hi-C data, we
noted that pairs of loci in compartment B showed
a consistently higher interaction frequency at a
given genomic distance than pairs of loci in com-
partment A (fig. S4). This suggests that compart-
ment B is more densely packed (15). The FISH
data are consistent with this observation; loci in
compartment B exhibited a stronger tendency for
close spatial localization.

To explore whether the two spatial compart-
ments correspond to known features of the ge-
nome, we compared the compartments identified
in our 1-Mb correlation maps with known genetic
and epigenetic features. Compartment A correlates
strongly with the presence of genes (Spearman’s
r = 0.431, P < 10–137), higher expression [via
genome-wide mRNA expression, Spearman’s
r = 0.476, P < 10–145 (fig. S5)], and accessible
chromatin [as measured by deoxyribonuclease I
(DNAseI) sensitivity, Spearman’s r = 0.651, P
negligible] (16, 17). Compartment A also shows
enrichment for both activating (H3K36 trimethyl-
ation, Spearman’s r = 0.601, P < 10–296) and
repressive (H3K27 trimethylation, Spearman’s
r = 0.282, P < 10–56) chromatin marks (18).

We repeated the above analysis at a resolution
of 100 kb (Fig. 3G) and saw that, although the
correlation of compartment A with all other ge-
nomic and epigenetic features remained strong
(Spearman’s r > 0.4, P negligible), the correla-
tion with the sole repressive mark, H3K27 trimeth-
ylation, was dramatically attenuated (Spearman’s
r = 0.046, P < 10–15). On the basis of these re-
sults we concluded that compartment A is more
closely associated with open, accessible, actively
transcribed chromatin.

We repeated our experiment with K562 cells,
an erythroleukemia cell line with an aberrant kar-
yotype (19). We again observed two compart-
ments; these were similar in composition to those
observed in GM06990 cells [Pearson’s r = 0.732,

Fig. 4. The local packing of
chromatin is consistent with the
behavior of a fractal globule. (A)
Contact probability as a function
of genomic distance averaged
across the genome (blue) shows
a power law scaling between
500 kb and 7 Mb (shaded re-
gion) with a slope of –1.08 (fit
shown in cyan). (B) Simulation
results for contact probability as
a function of distance (1 mono-
mer ~ 6 nucleosomes ~ 1200
base pairs) (10) for equilibrium
(red) and fractal (blue) globules.
The slope for a fractal globule is
very nearly –1 (cyan), confirm-
ing our prediction (10). The slope
for an equilibrium globule is –3/2,
matching prior theoretical expec-
tations. The slope for the fractal
globule closely resembles the slope
we observed in the genome. (C)
(Top) An unfolded polymer chain,
4000 monomers (4.8 Mb) long.
Coloration corresponds to distance
from one endpoint, ranging from
blue to cyan, green, yellow, or-
ange, and red. (Middle) An equi-
librium globule. The structure is
highly entangled; loci that are
nearby along the contour (sim-
ilar color) need not be nearby in
3D. (Bottom) A fractal globule.
Nearby loci along the contour
tend to be nearby in 3D, leading
to monochromatic blocks both
on the surface and in cross sec-
tion. The structure lacks knots.
(D) Genome architecture at three
scales. (Top) Two compartments,
corresponding to open and closed
chromatin, spatially partition the
genome. Chromosomes (blue, cyan,
green) occupy distinct territories.
(Middle) Individual chromosomes
weave back and forth between
the open and closed chromatin
compartments. (Bottom) At the
scale of single megabases, the chromosome consists of a series of fractal globules.
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of the genome inferred from Hi-C. More gen-
erally, a strong correlation was observed between
the number of Hi-C readsmij and the 3D distance
between locus i and locus j as measured by FISH
[Spearman’s r = –0.916, P = 0.00003 (fig. S3)],
suggesting that Hi-C read count may serve as a
proxy for distance.

Upon close examination of the Hi-C data, we
noted that pairs of loci in compartment B showed
a consistently higher interaction frequency at a
given genomic distance than pairs of loci in com-
partment A (fig. S4). This suggests that compart-
ment B is more densely packed (15). The FISH
data are consistent with this observation; loci in
compartment B exhibited a stronger tendency for
close spatial localization.

To explore whether the two spatial compart-
ments correspond to known features of the ge-
nome, we compared the compartments identified
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and epigenetic features. Compartment A correlates
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negligible] (16, 17). Compartment A also shows
enrichment for both activating (H3K36 trimethyl-
ation, Spearman’s r = 0.601, P < 10–296) and
repressive (H3K27 trimethylation, Spearman’s
r = 0.282, P < 10–56) chromatin marks (18).

We repeated the above analysis at a resolution
of 100 kb (Fig. 3G) and saw that, although the
correlation of compartment A with all other ge-
nomic and epigenetic features remained strong
(Spearman’s r > 0.4, P negligible), the correla-
tion with the sole repressive mark, H3K27 trimeth-
ylation, was dramatically attenuated (Spearman’s
r = 0.046, P < 10–15). On the basis of these re-
sults we concluded that compartment A is more
closely associated with open, accessible, actively
transcribed chromatin.

We repeated our experiment with K562 cells,
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yotype (19). We again observed two compart-
ments; these were similar in composition to those
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of the genome inferred from Hi-C. More gen-
erally, a strong correlation was observed between
the number of Hi-C readsmij and the 3D distance
between locus i and locus j as measured by FISH
[Spearman’s r = –0.916, P = 0.00003 (fig. S3)],
suggesting that Hi-C read count may serve as a
proxy for distance.

Upon close examination of the Hi-C data, we
noted that pairs of loci in compartment B showed
a consistently higher interaction frequency at a
given genomic distance than pairs of loci in com-
partment A (fig. S4). This suggests that compart-
ment B is more densely packed (15). The FISH
data are consistent with this observation; loci in
compartment B exhibited a stronger tendency for
close spatial localization.

To explore whether the two spatial compart-
ments correspond to known features of the ge-
nome, we compared the compartments identified
in our 1-Mb correlation maps with known genetic
and epigenetic features. Compartment A correlates
strongly with the presence of genes (Spearman’s
r = 0.431, P < 10–137), higher expression [via
genome-wide mRNA expression, Spearman’s
r = 0.476, P < 10–145 (fig. S5)], and accessible
chromatin [as measured by deoxyribonuclease I
(DNAseI) sensitivity, Spearman’s r = 0.651, P
negligible] (16, 17). Compartment A also shows
enrichment for both activating (H3K36 trimethyl-
ation, Spearman’s r = 0.601, P < 10–296) and
repressive (H3K27 trimethylation, Spearman’s
r = 0.282, P < 10–56) chromatin marks (18).

We repeated the above analysis at a resolution
of 100 kb (Fig. 3G) and saw that, although the
correlation of compartment A with all other ge-
nomic and epigenetic features remained strong
(Spearman’s r > 0.4, P negligible), the correla-
tion with the sole repressive mark, H3K27 trimeth-
ylation, was dramatically attenuated (Spearman’s
r = 0.046, P < 10–15). On the basis of these re-
sults we concluded that compartment A is more
closely associated with open, accessible, actively
transcribed chromatin.

We repeated our experiment with K562 cells,
an erythroleukemia cell line with an aberrant kar-
yotype (19). We again observed two compart-
ments; these were similar in composition to those
observed in GM06990 cells [Pearson’s r = 0.732,
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ing our prediction (10). The slope
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Coloration corresponds to distance
from one endpoint, ranging from
blue to cyan, green, yellow, or-
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ilar color) need not be nearby in
3D. (Bottom) A fractal globule.
Nearby loci along the contour
tend to be nearby in 3D, leading
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on the surface and in cross sec-
tion. The structure lacks knots.
(D) Genome architecture at three
scales. (Top) Two compartments,
corresponding to open and closed
chromatin, spatially partition the
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green) occupy distinct territories.
(Middle) Individual chromosomes
weave back and forth between
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of the genome inferred from Hi-C. More gen-
erally, a strong correlation was observed between
the number of Hi-C readsmij and the 3D distance
between locus i and locus j as measured by FISH
[Spearman’s r = –0.916, P = 0.00003 (fig. S3)],
suggesting that Hi-C read count may serve as a
proxy for distance.

Upon close examination of the Hi-C data, we
noted that pairs of loci in compartment B showed
a consistently higher interaction frequency at a
given genomic distance than pairs of loci in com-
partment A (fig. S4). This suggests that compart-
ment B is more densely packed (15). The FISH
data are consistent with this observation; loci in
compartment B exhibited a stronger tendency for
close spatial localization.

To explore whether the two spatial compart-
ments correspond to known features of the ge-
nome, we compared the compartments identified
in our 1-Mb correlation maps with known genetic
and epigenetic features. Compartment A correlates
strongly with the presence of genes (Spearman’s
r = 0.431, P < 10–137), higher expression [via
genome-wide mRNA expression, Spearman’s
r = 0.476, P < 10–145 (fig. S5)], and accessible
chromatin [as measured by deoxyribonuclease I
(DNAseI) sensitivity, Spearman’s r = 0.651, P
negligible] (16, 17). Compartment A also shows
enrichment for both activating (H3K36 trimethyl-
ation, Spearman’s r = 0.601, P < 10–296) and
repressive (H3K27 trimethylation, Spearman’s
r = 0.282, P < 10–56) chromatin marks (18).

We repeated the above analysis at a resolution
of 100 kb (Fig. 3G) and saw that, although the
correlation of compartment A with all other ge-
nomic and epigenetic features remained strong
(Spearman’s r > 0.4, P negligible), the correla-
tion with the sole repressive mark, H3K27 trimeth-
ylation, was dramatically attenuated (Spearman’s
r = 0.046, P < 10–15). On the basis of these re-
sults we concluded that compartment A is more
closely associated with open, accessible, actively
transcribed chromatin.

We repeated our experiment with K562 cells,
an erythroleukemia cell line with an aberrant kar-
yotype (19). We again observed two compart-
ments; these were similar in composition to those
observed in GM06990 cells [Pearson’s r = 0.732,
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B. Composition of Genome



Chapter 9: Organization of the Human Genome256

The human genome comprises two parts: a complex nuclear genome with more 
than 26,000 genes, and a very simple mitochondrial genome with only 37 genes 
(Figure 9.1). The nuclear genome provides the great bulk of essential genetic 
information and is partitioned between either 23 or 24 different types of chromo-
somal DNA molecule (22 autosomes plus an X chromosome in females, and an 
additional Y chromosome in males).

Mitochondria possess their own genome—a single type of small circular 
DNA—encoding some of the components needed for mitochondrial protein syn-
thesis on mitochondrial ribosomes. However, most mitochondrial proteins are 
encoded by nuclear genes and are synthesized on cytoplasmic ribosomes before 
being imported into the mitochondria.

As detailed in Chapter 10, sequence comparisons with other mammalian 
genomes and vertebrate genomes indicate that about 5% of the human genome 
has been strongly conserved during evolution and is presumably functionally 
important. Protein-coding DNA sequences account for just 1.1% of the genome. 
The other 4% or so of strongly conserved genome sequences consists of non-
protein-coding DNA sequences, including genes whose fi nal products are func-
tionally important RNA molecules, and a variety of cis-acting sequences that 
regulate gene expression at DNA or RNA levels. Although sequences that make 
non-protein-coding RNA have not generally been so well conserved during evo-
lution, some of the regulatory sequences are much more strongly conserved than 
protein-coding sequences.

Protein-coding sequences frequently belong to families of related sequences 
that may be organized into clusters on one or more chromosomes or be dispersed 
throughout the genome. Such families have arisen by gene duplication during 
evolution. The mechanisms giving rise to duplicated genes also give rise to non-
functional gene-related sequences (pseudogenes).

One of the big surprises in the past few years has been the discovery that the 
human genome is transcribed to give tens of thousands of different noncoding 
RNA transcripts, including whole new classes of tiny regulatory RNAs not previ-
ously identifi ed in the draft human genome sequences published in 2001. 
Although we are close to obtaining a defi nitive inventory of human protein-cod-
ing genes, our knowledge of RNA genes remains undeveloped. It is abundantly 
clear, however, that RNA is functionally much more versatile than we previously 
suspected. In addition to a rapidly increasing list of human RNA genes, we have 
also become aware of huge numbers of pseudogene copies of RNA genes.

A very large fraction of the human genome, and other complex genomes, is 
made up of highly repetitive noncoding DNA sequences. A sizeable component 
is organized in tandem head-to-tail repeats, but the majority consists of inter-
spersed repeats that have been copied from RNA transcripts in the cell by reverse 

1.1%

~44%

~6.5%

~45%
~32%

<2%

~66%

~4%

nuclear genome

mitochondrial genome

highly conserved sequences

protein-coding genes

RNA genes, regulatory sequences

poorly conserved sequences

transposon-based repeats

heterochromatin

other sequences

Figure 9.1 Sequence conservation and 
sequence classes in the human nuclear 
and mitochondrial genomes. To get an 
idea of the vast diff erence in scale between 
the nuclear (left) and mitochondrial 
(right) genomes, the tiny red dot in the 
center represents the equivalent of 
25 mitochondrial DNA (mtDNA) genomes on 
the same scale as the single nuclear genome 
on the left. Note also the profound diff erence 
between the two genomes in the fractions 
of highly conserved DNA and also in the 
fraction of highly repetitive noncoding DNA.



-ome
• Genome: the entirety of an organism’s hereditary 

information, which includes both the genes and 
the non-coding sequences of the DNA/RNA. 

• Transcriptome: the set of all RNA molecules, 
including mRNA, rRNA, tRNA, and other ncRNA 
produced in one or a population of cells 
(connect the genome to gene function). 

• Proteome : the entire set of proteins expressed 
by a genome



Central Dogma

DNA → RNA → protein

piRNA
miRNA

TF, replisome, .... 

spliceosome, 
RNA chaperone
....
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all gene-prediction papers refer to four types of ‘exon’, as
shown in FIG. 2b; however, these are just the coding
regions of the exons. To avoid the misuse of these terms,
I refer to subclasses of exons in this article as 5′ CDS,
itexon, 3′ CDS and intronless CDS.

Finding internal coding exons
To determine exon–intron organization, an attempt can
be made to detect either the introns or the exons. In early
studies of pre-mRNA splicing, short splicing signals were
identified in introns (FIG. 3): the donor site (5′ splice site
or 5′ ss), which is characterized by the consensus
AG|GURAGU; the acceptor site (3′ ss), which is charac-
terized by the consensus YYYYYYYYYYNCAG|G; and
the less-conserved branch site, which is characterized by
CURAY10. These genetic elements direct the assembly of
the SPLICEOSOME by base pairing with the RNA compo-
nents of the splicing apparatus, which carries out the
splicing reaction (FIG. 3).Where short introns, which are
mostly found in lower eukaryotes (such as yeast),occur,
the intron seems to be recognized molecularly by the
interaction of the splicing factors, which bind to both
ends of it. Such intron-based gene-structure prediction
has also been used in some computer algorithms (for
example,POMBE in REF. 11). Recently,however, Lim and

many good reviews on this topic, and useful bench-
marks in the research (for example, REFS 1–8), a truly
fair comparison of the prediction programs is impos-
sible as their performance depends crucially on the
specific TRAINING DATA that are used to develop them.

Gene structure and exon classification
The main characteristic of a eukaryotic gene is the orga-
nization of its structure into exons and introns (FIG. 1).
Generally, all exons can be separated into four classes:
5′ exons, internal exons, 3′ exons and intronless exons
(or, simply, intronless genes) (FIG. 2). They can be further
subdivided into 12 mutually exclusive subclasses,
according to their coding content (FIG. 2a), and it has
been shown that these subclasses have different statisti-
cal properties9. Because a vertebrate gene typically has
many exons, internal coding exons (itexons, or internal
translated exons) compose the main subclass that has
been the focus of all gene-prediction programs.
However, the definition of the term ‘exon’has become
confused, either unintentionally (due to lack of knowl-
edge) or intentionally (for convenience). This confusion
has led to the term ‘exon’ being used interchangeably
with the term ‘coding sequence’ (CDS), which fails to
take into account untranslated regions (UTRs). Almost

TRAINING DATA SET

The known examples of an
object (for example, an exon)
that are used to train prediction
algorithms, so that they learn the
rules for predicting an object.
They can be positive training
sets (consisting of true objects,
such as exons) or negative
training sets (consisting of false
objects, such as pseudoexons).

SPLICEOSOME

A ribonucleoprotein complex
that is involved in splicing
nuclear pre-mRNA. It is
composed of five small nuclear
ribonucleoproteins (snRNPs)
and more than 50 non-snRNPs,
which recognize and assemble
on exon–intron boundaries to
catalyse intron processing of the
pre-mRNA.
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Figure 1 | The central dogma of gene expression. In the typical process of eukaryotic gene expression, a gene is transcribed
from DNA to pre-mRNA. mRNA is then produced from pre-mRNA by RNA processing, which includes the capping, splicing and
polyadenylation of the transcript. It is then transported from the nucleus to the cytoplasm for translation. TSS, transcription start site;
TTS, transcription termination site.
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identify these boundaries, which results in predicted
genes being either truncated or fused together.
Determining the 3′ end of a gene is easier than deter-
mining its 5′ end. This is because most of the mRNA
and EST sequences in GenBank are truncated at their 
5′ ends. The exon-definition model can also be applied
to 3′ exons by replacing the 5′ ss with the poly(A) site
and by using the 3′-EXON LENGTH DISTRIBUTION — this is
because long internal exons are rare in vertebrates,
whereas 3′ exons frequently extend for many kilobases.
The molecular bridge in this case is the interaction
between the splicing factor U2AF65 and the carboxy-
terminal domain of the poly(A) polymerase, which rec-
ognizes the poly(A) signal (FIG. 3).

By aligning 3′ ESTs against genomic sequence,many
poly(A) sites have been identified. In this way, several
statistical features (including the well-known poly(A)
signal AAUAAA and the (G+U)-rich site) have been
identified in six species (yeast, rice, Arabidopsis, fly,
mouse and human) and used for poly(A)-site recogni-
tion22. More reliable 3′ ends have been obtained by
aligning mRNAs with genomic sequences. By using
such a training set, a QDA-based program called
POLYADQ was developed23, which can predict both
AAUAAA- and AUUAAA-dependent poly(A) sites in
the human genome.

Because almost all gene-prediction programs focus on
coding regions, they can only identify the 3′ CDS instead
of the real 3′ exon. However, any itexon-recognition
methods can be modified for this task by replacing the
donor-site signal with the STOP-codon signal (FIG. 2b),
together with the correct exon length distribution.

A true 3′-exon-prediction program, JTEF24 (BOX 2),
was developed recently using a QDA-based method,
which can predict the major subtype of 3′ exons — the
3′ tuexons (translated-then-untranslated 3′ exons,
which are those that contain the true STOP codon, see
FIG. 2a). Because it integrates several features across the 
3′ exon, JTEF has substantially improved the accuracy of

LDA is implemented in SPL — a splice-site recogni-
tion module of the HEXON program15. A new splice-
site detection program, GeneSplicer, has also been 
developed recently16 and is reported to perform
favourably when compared with many other pro-
grams (such as NetPlantGene, NetGene2, HSPL,
NNSplice, GENIO and SpliceView; BOX 2).

To discriminate CDS from intervening sequence, the
best content measures are the so-called frame-specific
hexamer frequencies (BOX 1), because they capture
codon-bias information and codon–codon correlations.
They also capture splice-site preferences, which are the
most characteristic exon–intron features17. For long
open reading frames (ORFs), such as in bacterial or
intronless genes, frame-specific hexamer frequencies
alone can detect most of the CDS regions. An alternative
approach18 is to use an interpolated Markov model
(IMM), in which the higher-order Markov probabilities
are estimated from an average of the lower-order ones.
Because the G+C content of mammalian genomes is
biased by ISOCHORES (for example, see REF. 19), all content
and signal measures need to be computed separately for
different G+C regions. Exon size is another important
feature variable because, for example, itexons have an
approximately LOG-NORMAL DISTRIBUTION9.

By combining splice-site features with exon–intron
features (such as CDS measures, exon size and others),
and by using a nonlinear quadratic discriminant analy-
sis (QDA), the itexon-prediction program MZEF20 has
done better at the single-exon level than has HEXON
(which is based on a LDA method) or GRAIL2 (which is
based on an ANN method21). However, to further
improve exon-prediction accuracy, exon–exon depen-
dencies also have to be incorporated, as discussed below.

Finding poly(A) sites and 3′ exons
The correct identification of the boundaries of a gene is
essential when searching for several genes in a large
genomic region.Many gene-prediction programs fail to

ISOCHORE

A large region of mammalian
genomic DNA sequence in
which C+G compositions are
relatively uniform.

LOG-NORMAL DISTRIBUTION

The distribution of a random
variable, the logarithm of which
follows a normal distribution.
A normal log (length) implies a
strong fixed-length selection
pressure.

EXON LENGTH DISTRIBUTION

A statistical distribution of exon
sizes.
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Figure 3 | Exon-definition model. Typically, in vertebrates, exons are much shorter than introns. According to the exon-definition
model, before introns are recognized and spliced out, each exon is initially recognized by the protein factors that form a bridge
across it. In this way, each exon, together with its flanking sequences, forms a molecular, as well as a computational, recognition
module (arrows indicate molecular interactions). Modified with permission from REF. 26 © (2002) Macmillan Magazines Ltd. 
CBC, cap-binding complex; CFI/II, cleavage factor I/II; CPSF, cleavage and polyadenylation specificity factor; CstF, the cleavage
stimulation factor; PAP, poly(A) polymerase; snRNP, small nuclear RNP; SR, SR protein; U2AF, U2 small nuclear ribonucleoprotein
particle (snRNP) auxiliary factor.
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Table 1. The nucleotide distribution in the data set given for
translated exon (E), intron (I), untranslated exon (M), and
non-transcribed DNA (N)

Notice, in introns, the high presence of adenine and, especially,
thymine.

Table 2. The nucleotide distribution at the three
codon positions for the translated exon sequence in
A.thaliana

The non-organism specific reading frame pattern 
G/non-G on the two first codon positions is clearly
visible (34).

The dinucleotide frequencies and the ‘mutual information’
(17,18) of the exons and introns did correspond quite well to the
frequencies found for dicots in earlier work (18). In the first 13 nt
downstream from the donor site, there is generally a selection
against the GT dinucleotide. Only at position five downstream
can a positive selection for the GT dinucleotide be observed. Also
upstream from the donor site GT is suppressed, and only 33 GT
dinucleotides were found in the last 5 nt of the exons, while 75
instances were to be expected from the G and T frequencies.
These findings support the view that the GT dinucleotide at intron
position five is used for donor site recognition (19).

It has been proposed (20) that the scenario for localization of
the acceptor site in mammals is the following: Once the lariat has
been formed, the sequence from the branch point to the splice site,
consisting of between 20 and 30 nt, is scanned, and the first AG
dinucleotide is used as the splicing acceptor. To find out whether
our data set supports this theory, we scanned for AG dinucleotides
up to 70 nt upstream from the acceptor site and compared the
result with the expected number of AG dinucleotides upstream
from the acceptor site (Fig. 3). It is clear that there is a very strong
selection against AG dinucleotides close to the acceptor site and
30 nt upstream into the intron. Only very few AG dinucleotides
are found in this region consistent with the scanning hypothesis.

The sequence context of the splice sites has been visualized as
logos (Figs 4 and 5). In the donor site logo (Fig. 4) we notice a lot
of structure. The highest frequency nucleotides correspond to the
well known consensus sequence for dicot plant donor sites (18),
AG|GTAAGT. There is a lot more structure in the intron part than
in the exon part, in particular, there is a high frequency of thymine

Figure 3. The expected and observed number of dinucleotides upstream from
the acceptor site in the alignment of all acceptor sites in the data set. The
expected number of AG dinucleotides (with the A at a given position) is the
product of the frequency of A at that position and G at the next position
multiplied by the total number of sequences (766).

Figure 4. The sequence logo plot for the A.thaliana donor sites in the data set.
The most frequent nucleotides correspond to the consensus sequence for dicot
plant donor sites, AG|GTAAGT.

in the introns (41%). In the exons the corresponding value is 26%
(Table 1). In introns, adenine is the second most common
nucleotide, 27%, while guanine and cytosine occur at 17% and
15%, respectively. According to Wiebauer et al. (7), the average
thymine/adenine level for dicotyledonous plants is 73% in introns
and 55% in exons. The A.thaliana genes examined in this paper
have the percentages 67 for introns and 54 for exons. However,
Goodall and Filipowicz (4) report that A.thaliana has the lowest
known thymine/adenine level in dicots, namely 50.5%. This
number is not confirmed by our analysis.

For the acceptor site logo (Fig. 5) we see much the same pattern
with a lot of structure on the intron side and a high thymine level.
There seems to be more structure on both the intron and the exon
side of acceptor sites compared with donor sites. The dicot

AG|GTAAGT

3443
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Figure 5. The sequence logo plot for the A.thaliana acceptor sites in the data
set. The most frequent nucleotides correspond to the consensus sequence for
dicot plant acceptor sites, TGYAG|GT.

consensus sequence given by White et al. (18) is TGYAG|GT in
agreement with the corresponding positions in the logo.

A separation of the splice sites according to their intersections
with the triplet reading frame was also examined. While the
resulting three logos differed somewhat in appearance, no
informative pattern, was visible (data not shown). The ratio
between the three possible intersections was 3:1:1, with the type
of splice site that cuts the beginning (or the end) of the reading
frame being the most common. In human genes the correspon-
ding ratios are close to 2:1:1. It has been suggested that the weaker
consensus sequences in plants, compared with humans, are
somehow compensated by their large A and T content (21).
Below, we return to the reading frame when we analyze the
weights of the trained networks.

Splice site predicting networks 

To find an optimal network configuration for the donor site
recognition problem, we did train and test a wide range of
architectures. Networks with 3–71 nt in the input window and
with 0, 2, 5, 10, 15 and 20 units in the hidden layer have been
examined.

From these runs a network architecture with 23 nt visible in the
input window and 10 hidden units was chosen. To further enhance
the performance of the donor site recognition, 10 networks with
this architecture initialized differently were trained. The average
output of these networks was used as the result (a so called neural
network ensemble). This ensemble was able to recognize 138 of
the 225 test set donor sites with only 62 false positives, equivalent
to a correlation coefficient of 0.65 (Fig. 6). 

To get a view of the pattern of the false donor sites we have
plotted the sequence logo for the alignment of all the test set
non-donor sites that the network ensemble classifies as donor
sites (data not shown). The false donor sites clearly follow the
consensus of the A.thaliana donor sites. Also there is a clear
overweight of thymine and adenine on the ‘intron’ side of the
false splice sites. The fact that no network can make a better
performance using local information, indicates that the selection

Figure 6. Percentages of false positive test set donor site predictions plotted
against the sensitivity level for five different prediction methods. The line
designated ‘local’ is the prediction of the ensemble of the local donor site
predicting neural networks. The line designated ‘combined’ is the performance
of the local network ensemble with a threshold controlled by the derivative of
the coding prediction output. The NetPlantGene line is the final performance
of the present method including the rule based system. The diamond is the
performance of Xgrail, the sensitivity level is fixed for this method therefore
only one data point appears on the plot.

Figure 7. Percentages of false positive test set acceptor site predictions plotted
against the sensitivity level for five different prediction methods. See legend to
Figure 6 for details.

may benefit from a combination of local and global sequence
information.

We trained and tested the acceptor site networks on a lot of
different network architectures. From these runs an ensemble of
10 networks with 61 nt present in the input window and 15 units
in the hidden layer were chosen. The percentage of false positives
as function of the sensitivity (true positive rate) is shown in Figure
7. The quality of the acceptor site prediction is very similar to the
quality of the donor site prediction, showing that it is equally
difficult to predict donor and acceptor sites from local informa-
tion only.

TAYAG|GT

Exon-Intron boundary consensus sequences

forms “spliceosome”



spliceosome (> ribosome)



cf) group I, II intron
Self-splicing ribozyme

information about any signal which may be present to terminate transcription. In
eukaryotes, this initial mRNA transcript is further modified before translation, as
will be described below.

Eukaryotic mRNA transcripts undergo several modifications
prior to their use in translation
The major difference between eukaryotes and prokaryotes in terms of their tran-
scription and translation processes is that the eukaryotic mRNA transcripts are
substantially modified before translation. Two of these modifications have no effect
on the final protein product. The first modification, which occurs whilst transcrip-
tion is still in progress, involves the addition of a modified guanosine nucleotide
(7-methylguanosine) to the 5¢ end of the transcript, a process called RNA capping.
The last modification, which also occurs while transcription continues, is that
which produces the 3¢ end of the transcript as mentioned previously; this modifica-
tion consists of two separate steps. The first step is the cleavage of the mRNA tran-
script after a CA sequence. The second step, called polyadenylation, results in
approximately 200 adenosine nucleotides being added to the 3¢ end.

The other mRNA modification that occurs in eukaryotes has a significant effect on
the final protein products. The major structural difference between the protein-
coding genes of prokaryotes and those of eukaryotes is that the protein-coding DNA
of most plant and animal genes is interrupted by stretches of noncoding DNA called
introns; the blocks of protein-coding sequence between the introns are known as
exons (see Figure 1.14). Introns have lengths which vary from 10 to over 100,000
nucleotides, whereas exons tend to an average length of 100–200 necleotides and
rarely exceed 1000 nucleotides. Most bacterial protein-coding genes, on the other
hand, have an uninterrupted coding sequence. Introns are found in the genes of
most eukaryotes but are less frequent in some genomes, for example that of the
yeast Saccharomyces cerevisiae. They occur very rarely in prokaryotes.

The existence of introns necessitates an extra step between transcription and
translation in eukaryotes, which is known as RNA splicing. The complete gene is
initially transcribed into RNA; the introns are then excised and the exons joined, or
spliced, together to provide a functional mRNA that will give the correct protein
sequence when translated (Figure 1.14). In most protein-coding genes, RNA
splicing is carried out by a complex called a spliceosome, which consists of small
nuclear RNA molecules (snRNAs) and proteins. This complex contains the enzy-
matic activity that cleaves and rejoins the RNA transcript. The excised intron forms
a circular structure called a lariat with a branching point usually at an adenine
base (Figure 1.14). The lariat RNA is subsequently degraded. There are particular
sequence motifs present at the sites at which the RNA transcript is spliced, as well
as the position which will become the lariat branch point. However, these
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Figure 1.14
The simple schematic of the splicing
of an intron. (A) A linear schematic
that shows a segment of pre-mRNA
with an intron in yellow. The donor
splice site has the conserved
dinucleotide GU at the start of the
intron. The acceptor splice site has
the conserved dinucleotide AG at the
end of the intron. (B) The intron is
spliced out in a two-stage process:
firstly creating a loop structure, the
lariat, involving the adenine base
(colored red), followed by joining the
two exons together releasing the
intron. In this case the intron
occurred within the codon AGG,
which is formed when the exons are
spliced together.

Tetrahymena group I intron ribozyme



Figure 5.2  Genomes 3 (© Garland Science 2007) 

Figure 5.1  Genomes 3 (© Garland Science 2007) 

Locating the Genes in a Genome Sequence

• ORF scanning 

‣ Open Reading Frames (ORF) 

Initiation codon: ATG, Termination codon: TAA, 
TAG, TGA

cf) lysogenic vs lytic pathways 

6 possible reading frames





• If DNA has a random sequence each termination codon (TAA, TAG, TGA) appear once every 43=64 bp; 

GC content is greater than 50 %; 

Frequency of termination codon from random sequence would be 1/200 - 1/100; 

Thus, the shortest length of a putative gene should be ~> 50-100 codons.

Locating the Genes in a Genome Sequence 
(ORF scanning)

Figure 5.4  Genomes 3 (© Garland Science 2007) 

Locating the Genes for Functional RNAs

• signatures of intramolecular base pairing

• tRNA, ...... 

Figure 5.6b  Genomes 3 (© Garland Science 2007) 

Figure 5.6a  Genomes 3 (© Garland Science 2007) 

• For higher eukaryote, ORFs are not continuous but often split by introns; thus ORF scanning makes use of the followings:   

(1) Codon bias 

(2) Exon-Intron boundary consensus sequences

    (introns in prokaryotes are extremely rare) 

(3) Upstream regulatory sequences

(4) Upstream CpG islands (vertebrate) 

(5) Comparative genomics (use homology search) 

(6) Databases of cDNA sequences



Codon bias



Annotation of genome sequences

Figure 5.10  Genomes 3 (© Garland Science 2007) 

15 kb segment of the human genome containing a tissue factor gene

3

3



Distribution of exon in genome?  

Figure 6.9  Genomes 3 (© Garland Science 2007) 



Some interesting facts about human genome

• The smallest protein-coding gene in the human genome is only 500-nt long 
and has no introns. It encodes a histone protein. 

• The largest human gene encodes the protein dystrophin, which is missing or 
non-functional in the disease muscular dystrophy. This gene is 2.5 million 
nucleotides in length and it takes over 16 hours to produce a single transcript. 
However, more than 99 percent of the gene made up of its 79 introns.

• Most of the big differences between human and chimpanzee DNA lie in 
regions that do not code for genes, according to a new study. Instead, they 
may contain DNA sequences that control how gene-coding regions are 
activated and read. - "The differences between chimps and humans are not in 
our proteins, but in how we use them," 



Sequence variation

• Single Nucleotide Polymorphism (SNP)

• Insertion or deletions of one or more bases

• Repeat length polymorphism, rearrangement

Nonredundant SNP = 1,419,190 in human genome sequence
Average SNP density ≃ one SNP/1.91kb



Note that our genome and chimpanzee’s are 99 % 
identical. However, we humans are very different from 
them. Gene regulation through transcriptome and 
proteome is extremely important for species variation ! 



Figure 12.32a  Genomes 3 (© Garland Science 2007) 

Figure 12.32b  Genomes 3 (© Garland Science 2007) 



miRNAs
• MicroRNAs are evolutionarily conserved, small (~22 nucleotide) noncoding 

RNAs that are encoded within the genomes of almost all eukaryotes, from 
plants to mammals. 

• Derive from dedicated genes, exons and introns of coding genes. 

• Base pairing to partially complementary sequences in the 3’ untranslated 
regions (3’UTRs) of target mRNAs. 

• miRNA mediate mRNA repression by recruiting the miRNA-induced silencing 
complex (miRISC)

• Computer-assisted estimates predict ~1000 miRNAs in the human genome. 

• miRNAs have multiple targets and thus might regulate ~30% of the protein-
coding genome. 

• miRNAs function in a variety of biological processes, including tissue 
differentiation and organ development, control of cell proliferation, apoptosis, 
fat metabolism and insulin secretion.

• miRNAs are more than a fine-tuning agent, should be upgraded to be a 
partner of TF. 



miRNA biogenesis pathways Nature Cell Biology 11, 228 - 234 (2009)

passenger strand

(~70 bases)

(~20-24 bases)

or Pasha

(~500-3000 bases)



Biogenesis pathway of siRNA (exogeneous)



tively charged phosphodiester backbone of the
modeled dsRNA helix. The 3¶ end of the RNA
duplex falls directly into the 3¶ overhang-
binding pocket of the PAZ domain, and the 5¶
end lies adjacent to the Dicer-specific PAZ do-
main loop. There are exactly 25 nucleotides
between the 3¶ end of the helix bound to the
PAZ domain and the scissile phosphate in the
RNase IIIa domain.

Thus, Dicer is a molecular ruler that mea-
sures and cleaves È25 nucleotides from the
end of a dsRNA. The length of the small
RNAs produced by Dicer is set by the distance
between the PAZ and RNase III domains,
which is largely a function of the length of
the connector helix. This model of dsRNA pro-
cessing is consistent with the proposed archi-
tecture of human Dicer based on biochemical
studies in which the RNase IIIa and IIIb do-
mains were shown to produce the siRNA 5¶ and
3¶ ends, respectively (16). Furthermore, closing
the ends of a dsRNA substrate by hybridization
or ligation greatly diminished dicing activity
(20, 34), which may explain why circular viral
dsRNA is resistant to RNAi (35).

Giardia Dicer can support RNAi in fission
yeast. Given that Giardia Dicer lacks some of
the domains commonly associated with Dicer
enzymes, most notably the N-terminal helicase,
we wondered if the structure represents an
intact Dicer or merely the catalytic subunit of a
larger complex required for complete Dicer
function in vivo. To address this question, we
introduced the Giardia Dicer gene into a strain

of the fission yeast Schizosaccharomyces pombe
that contains a deletion of its endogenous Dicer
(dcrD).

Like most Dicer proteins, the S. pombe Dicer
contains an N-terminal helicase domain and a
C-terminal dsRBD. The S. pombe dcrD strain is
defective in RNAi and is hypersensitive to
the microtubule-destabilizing drug thiobendazole
(TBZ) because of chromosome missegregation
(36). Plasmid expression of S. pombe dcr1þ fully
rescued TBZ sensitivity of the dcrD cells. A
partial functional rescue of TBZ sensitivity was
also achieved by episomal expression of Giardia
Dicer, indicating that Giardia Dicer can suppress
the chromosome segregation defect (Fig. 5A).
Furthermore, Giardia Dicer restores silencing
of centromeric regions that are aberrantly tran-
scribed in the dcrD mutant (Fig. 5B). These
results demonstrate that Giardia Dicer is suf-
ficient to function as an intact Dicer in vivo.

A conserved architecture in Dicer enzymes.
Considering the structural role played by the
connector helix that links the PAZ and RNase
III domains (Fig. 2), we wondered whether
larger Dicer proteins found in higher eukary-
otes contain an analogous helix. Sequence
alignment of the region directly following the
PAZ domain of several evolutionarily diverse
Dicer enzymes reveals a conserved pattern of
hydrophobic and hydrophilic amino acids that
is predicted to form a long a helix by second-
ary structural analysis (fig. S2). All Dicers con-
tain a conserved proline about 11 amino acid
residues from the predicted N terminus of the

helix. In the crystal structure of Giardia Dicer,
this proline induces a distinct kink that aids
in directing the helix toward the RNase IIIa
domain.

Most Dicer proteins contain a conserved
region of È100 amino acids termed ‘‘domain
of unknown function 283’’ (DUF283), which
lies between the helicase and PAZ domains in
the primary sequence. Low but consistent se-
quence homology between the N-terminal do-
main of Giardia Dicer and DUF283 (fig. S3)
suggests that in the Dicers of higher eukaryotes,
DUF283 forms a platform structure similar to
that of Giardia Dicer.

The conserved Dicer architecture, together
with the demonstration that Giardia Dicer can
substitute for S. pombe Dicer in vivo, argues
that the mechanism of Dicer-catalyzed dsRNA
processing is conserved. Moreover, these re-
sults indicate that all Dicers evolved from a
common ancestral enzyme. Because Giardia is
one of the most anciently diverged members of
the eukaryotic kingdom, we may consider that
the earliest eukaryotic organisms had a similar
Dicer enzyme and therefore were capable of
RNAi-like processes. It will be of evolutionary
interest to determine the cellular function of
Dicer and RNAi in Giardia.

The structure of Giardia Dicer also pro-
vides new insight into eukaryotic RNase III
enzymes in general. This family of enzymes
performs a range of specific cellular functions
involving the cleavage of dsRNA [reviewed
in (37)]. The structure of Dicer illustrates

Fig. 4. A model for dsRNA processing by Dicer. Front and side views of a surface representation of
Giardia Dicer with modeled dsRNA. Red and blue represent acidic and basic protein surface charge,
respectively. Electrostatic surface potentials do not include contributions from bound metal ions.
Putative catalytic metal ions are shown as green spheres. White arrows point to scissile phosphates.
Asterisk denotes PAZ domain 3¶ overhang-binding pocket.

Fig. 5. Giardia Dicer supports RNAi in vivo. (A)
Overexpression (OE) of Giardia Dicer rescues
the TBZ sensitivity of the S. pombe Dicer delete
(dcrD). Growth was assayed by spotting 10-fold
serial dilutions of cultures indicated. (B) Over-
expression of Giardia Dicer restores transcrip-
tional silencing at centromeres (cen). Transcript
levels were determined by semiquantitative
reverse-transcriptase polymerase chain re-
action. Actin (act) served as an internal control.
bp, base pair.
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Dicer

metal-ion pairs closely matches the width of the
dsRNA major groove. We also observed Mn2þ

in all M1 and some M2 sites in crystals grown
in high concentrations of MnCl2. Therefore, we
propose that the Er3þ metals seen in Giardia
Dicer denote true catalytic metal-ion binding
sites and that Giardia Dicer uses a two–metal-
ion mechanism of catalysis. Given the high
level of sequence conservation throughout the
RNase III family, it is likely that all RNase III
enzymes, including bacterial RNase III and
Drosha, contain similar catalytic metal-ion bind-
ing sites.

Structural features of the Dicer PAZ domain.
The PAZ domain is an RNA binding module
found in Dicers and in the Argonaute family
of proteins that are core components of RISC
and other siRNA- and miRNA-containing com-
plexes. Previous studies of PAZ domains from
several Argonaute proteins revealed a degener-
ate oligonucleotide/oligosaccharide-binding (OB)

fold that specifically recognizes dsRNA ends
containing a 3¶ two-base overhang (28–31).
Superposition of the PAZ domains of Giardia
Dicer and human Argonaute1 reveals that the
two domains share the same overall fold and 3¶
two-nucleotide RNA binding pocket (Fig. 3A).

The Dicer PAZ domain contains a large
extended loop that is conserved among Dicer
sequences and absent in Argonaute (fig. S1).
The Dicer-specific loop dramatically changes
the electrostatic potential and molecular
surface surrounding the 3¶ overhang-binding
pocket relative to the Argonaute PAZ domain
(Fig. 3B). The presence of many basic amino
acid residues in the extra loop could substan-
tially affect the way the RNA is recognized
and perhaps handed off to other complexes by
each family of proteins.

A model for siRNA formation. The struc-
ture of Giardia Dicer immediately suggests
how Dicer enzymes specify siRNA length. Mea-

suring from the active site of the RNase IIIa
domain to the 3¶ overhang-binding pocket in
the PAZ domain gives a distance of È65 Å
(Fig. 4), which matches the length of 25 dsRNA
base pairs. To produce a likely model of a
Dicer-dsRNA complex, the positions of the
metal-ion pairs bound in each RNase III domain
were used to anchor the two scissile phosphates
of an ideal A-form dsRNA helix into the RNase
III active sites. This placement positions the
twofold symmetry element of the dsRNA co-
incident with the pseudo twofold symmetry axis
relating the two RNase III domains, which is
analogous to how restriction enzymes typically
bind dsDNA substrates (32). Bacterial RNase III
has been proposed to bind dsRNA in a similar
fashion (16, 33). Outside of the RNase III re-
gion, the modeled dsRNA extends along a flat
surface formed by the platform domain. This
surface contains a large positively charged re-
gion that could interact directly with the nega-

Fig. 2. Crystal struc-
ture of Giardia Dicer.
(A) Front and side view
ribbon representations
of Dicer showing the
N-terminal platform do-
main (blue), the PAZ
domain (orange), the
connector helix (red),
the RNase IIIa domain
(yellow), the RNase IIIb
domain (green) and the
RNase-bridging domain
(gray). Disordered loops
are drawn as dotted
lines. (B) Close-up view
of the Dicer catalytic
sites; conserved acidic
residues (sticks); erbi-
um metal ions (purple);
and erbium anomalous
difference electron density map, contoured at 20s (blue wire mesh). Dashed lines indicate distances described in the text.

Fig. 3. Structural fea-
tures of the Dicer PAZ
domain. (A) Superposition
of the Ca atoms of PAZ
domains from Giardia
Dicer (orange) and hu-
man Argonaute1 (white).
Amino acids forming
the 3¶ overhang-binding
pocket are shown as
sticks. (B) Electrostatic
surface representation of
the PAZ domains of Giar-
dia Dicer and Argonaute1
(hAGO1). Asterisks de-
note 3¶ overhang-binding
pockets. The RNA in
Argonaute1 PAZ structure
is drawn as green sticks.
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Structural Basis for Double-Stranded
RNA Processing by Dicer
Ian J. MacRae,1,3 Kaihong Zhou,1,3 Fei Li,1 Adrian Repic,1 Angela N. Brooks,1

W. Zacheus Cande,1 Paul D. Adams,4 Jennifer A. Doudna1,2,3,4*

The specialized ribonuclease Dicer initiates RNA interference by cleaving double-stranded RNA
(dsRNA) substrates into small fragments about 25 nucleotides in length. In the crystal structure
of an intact Dicer enzyme, the PAZ domain, a module that binds the end of dsRNA, is separated
from the two catalytic ribonuclease III (RNase III) domains by a flat, positively charged surface.
The 65 angstrom distance between the PAZ and RNase III domains matches the length spanned
by 25 base pairs of RNA. Thus, Dicer itself is a molecular ruler that recognizes dsRNA and cleaves
a specified distance from the helical end.

R
NA interference (RNAi) is an ancient
gene-silencing process that plays a
fundamental role in diverse eukaryotic

functions including viral defense (1), chro-
matin remodeling (2), genome rearrangement
(3), developmental timing (4), brain morpho-
genesis (5), and stem cell maintenance (6).
All RNAi pathways require the multidomain
ribonuclease Dicer (7). Dicer first processes
input dsRNA into small fragments called short
interfering RNAs (siRNAs) (8), or microRNAs
(miRNA) (9), which are the hallmark of RNAi.
Dicer then helps load its small RNA products
into large multiprotein complexes termed RNA-
induced silencing complexes (RISC) (10). RISC
and RISC-like complexes use the small RNAs
as guides for the sequence-specific silencing of
cognate genes through mRNA degradation (11),
translational inhibition (12), and heterochro-
matin formation (13).

Dicer products are typically 21 to 25 nu-
cleotides long, which is the ideal size for a
gene silencing guide, because it is long enough
to provide the sequence complexity required to
uniquely specify a single gene in a eukaryotic
genome. Several models have been proposed
for how Dicer generates RNA fragments of this
specific size (14–16), but structural information
is lacking. In an effort to deepen our under-
standing of the initiation step of RNAi, we
determined the crystal structure of an intact and
fully active Dicer enzyme.

Conservation of a highly active Dicer in
Giardia intestinalis. We identified an open
reading frame in Giardia intestinalis that en-
codes the PAZ and tandem RNase III domains
characteristic of Dicer (7), but lacks the N-
terminal DExD/H helicase, C-terminal double-

stranded RNA binding domain (dsRBD), and
extended interdomain regions associated with
Dicer in higher eukaryotes (Fig. 1A). A recom-
binant form of this protein possesses robust
dicing activity in vitro (Fig. 1B). The RNA
fragments produced by Giardia Dicer are 25 to
27 nucleotides long, which is similar to a class
of small RNAs associated with RNAi-mediated
DNA elimination in Tetrahymena (17) and RNA-
directed DNA methylation in plants (18). dsRNA
cleavage by Giardia Dicer is magnesium-
dependent, although several other divalent cations
including Mn2þ, Ni2þ, and Co2þ also support
catalytic activity (19). The presence of dis-
crete dicing intermediates separated by inter-
vals of È25 nucleotides indicates that Giardia
Dicer processes dsRNA from the helical end in a
fashion similar to human Dicer (20). However,
in contrast to human Dicer, Giardia Dicer has a
low affinity for its small RNA product (È1 mM)
(19) and displays multiple turnover kinetics (20).

Structural overview. We determined the
crystal structure of the full-length Giardia
Dicer at 3.3 Å resolution (table S1). The struc-
ture reveals an elongated molecule that, when
viewed from the front, takes on a shape re-
sembling a hatchet; the RNase III domains
form the blade and the PAZ domain makes
up the base of the handle (Fig. 2A). The PAZ
domain is directly connected to the RNase IIIa
domain by a long a helix that runs through the
handle of the molecule. This ‘‘connector’’ helix
is encircled by the N-terminal residues of the
protein, which form a platform domain com-
posed of an antiparallel b sheet and three a
helices. A large helical domain bridges the two
RNase III domains and forms the back end of
the blade. Viewing Dicer from the side reveals
a contiguous flat surface that extends along one
face of the molecule.

Two–metal-ion mechanism of dsRNA cleav-
age. The two RNase III domains of Dicer sit
adjacent to each other in the blade region and
form an internal heterodimer that is similar to
the homodimeric structure of bacterial RNase

III (fig. S1). Although previous bacterial RNase
III crystal structures revealed a single catalytic
metal ion in each RNase III domain (21), sub-
sequent studies implicated two metal ions in the
hydrolysis of each strand of the dsRNA (22).

During our biochemical characterization
of Giardia Dicer, we noticed that the enzyme
is potently inhibited by trivalent lanthanide
cations such as Er3þ (19). Lanthanides often
bind more tightly to cation binding sites than
divalent cations do, a property previously used
to identify transient Mn2þ binding sites in
proteins (23). Inspection of the anomalous
difference electron density map from a crystal
derivatized with ErCl3 revealed a pair of Er3þ

cations in the active site of each RNase III
domain of Giardia Dicer (Fig. 2B). The
prominent Er3þ metal (M1) in each domain
resides between four strictly conserved acidic
residues, which make up the previously iden-
tified Mn2þ binding site of bacterial RNase III
(21). The second Er3þ binding site (M2) lies
adjacent to the first, outside of the acidic
residue cluster. The distances between the
two Er3þ metals in the RNase IIIa and IIIb
domains are È4.2 Å and È5.5 Å, respectively.
These distances are similar to those previously
observed in the active site of RNase H (4.1 Å)
(24), avian sarcoma virus (ASV) integrase (3.6 Å)
(25), the restriction enzyme EcoRV (4.2 Å) (26),
and the group I intron (3.9 Å) (27), all of which
are thought to use a two–metal-ion mechanism
of catalysis. The 17.5 Å distance between the
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Fig. 1. Giardia encodes an active Dicer enzyme.
(A) Schematic representation of the primary se-
quence of human and Giardia Dicers. (B) Time
course of in vitro Giardia Dicer dsRNA cleavage
assay. RNA product sizes were determined by
comparison with RNase T1 and alkaline hydrol-
ysis (OH) sequencing ladders (lanes 1 and 2).
Dicing requires the protein (Dcr) and Mg2þ (lanes
3 and 4).
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are offset from each other by a rotation of roughly 120° around the long 
axis of the human enzyme. Moreover, in human Dicer, the platform 
domain does not lie directly between PAZ and RNase III. Instead, 
a structurally undefined ‘ruler domain’ physically separates the two 
functional domains (Fig. 3a and Supplementary Fig. 3). These large-
scale differences in 3D architecture probably reflect the fact that small 
RNAs in humans are 4 nt (one-third of a dsRNA helical turn) shorter 
than in G. lamblia; the human enzyme must attack a completely differ-
ent face of its dsRNA substrates relative to their helical ends.

Helicase forms clamp-shaped structure at base of Dicer
In addition to differences in product length, human Dicer further dif-
fers from G. lamblia in the complexity of its accessory domains. Human 
Dicer contains an N-terminal helicase, which itself is composed of three 
predicted globular domains: HEL1, HEL2i and HEL2 (Fig. 1a). After com-
paring 2D class averages of full-length and helicase-deleted Dicer proteins, 
others have proposed that the helicase resides within the arm, or ‘base-
branch’, of the L (ref. 17). However, the volume of the arm is too small to 
accommodate all three globular domains of the Dicer helicase. Indeed, the 
crystal structure of DDX3X, which was used previously as a model for the 
Dicer helicase17, is composed of only two globular domains and lacks any 
structure analogous to the HEL2i domain that is observed in the Dicer pri-
mary sequence. To investigate this issue, we generated 3D reconstructions 
of a truncated Dicer in which the three helicase domains (residues 1–604) 
were deleted (Fig. 4a). RCT reconstruction of helicase-Dicer produced 
an oblong structure with dimensions similar to the head and body por-
tion of Dicer. Similarly, a variety of projection-matching refinements of 

helicase particles consistently produced structures resembling the head 
and body (Supplementary Fig. 4). We conclude that the deleted helicase 
forms not just the arm but the entire base of full-length Dicer.

Sequence homology suggests the Dicer helicase belongs to the RIG-I  
family of RNA helicases33. Indeed, the core helicase domains of RIG-I 
form a ‘C’ shape similar to the base of the Dicer L (Supplementary 
Fig. 5)34. To establish the orientation of the helicase domains, we 
determined the structure of a truncated Dicer protein with only the 
HEL1 domain (residues 1–211) deleted (Fig. 4a). The HEL1 recon-
struction lacks density in the bottom corner of the L, corresponding 
to a mass of approximately 25 kDa, in agreement with the mass of the 
deleted HEL1 domain (Fig. 4b).

Based on the position of the HEL1 domain, we docked the crystal 
structure of duck RIG-I helicase34 into the base of the L (Fig. 4c). 
Notably, the RIG-I helicase and helicase-Dicer reconstruction 
together accounted for the total density of the full-length Dicer map. 
The interior channel of the helicase, which constitutes the dsRNA 
binding site in RIG-I, is aligned with the central channel that runs up 
the body of the L (Supplementary Fig. 6). Thus, a single continuous 
channel runs through the clamp of the helicase, past the RNase III 
active site, and ends with the RNA-binding pocket of the PAZ domain 
(Supplementary Fig. 6). We propose that this channel is the major 
surface used by the enzyme for processing dsRNA.

Dicer helicase adopts RIG-I helicase–like conformations
Crystal structures of RIG-I suggest that upon dsRNA binding, the 
helicase domains shift to clamp down on dsRNA substrates34. We 
looked for similar conformational changes in the helicase of human 
Dicer by examining samples of Dicer that were negatively stained in 
the presence of a dsRNA substrate. Despite the challenge presented by 
detecting nucleic acids in negative-stain EM, we observed two discrete 
conformations of the helicase relative to the body and head in RCT 
reconstructions (Fig. 5a). Multimodel projection-matching refine-
ment of these reconstructions confirmed the presence of at least two 
discrete conformations in the base. The two conformations resembled 
the apo and dsRNA-bound crystal structures of RIG-I, suggesting 
the Dicer helicase may shift to clamp down on dsRNA in a manner 
structurally analogous to dsRNA binding by RIG-I (Fig. 5).

Human Dicera

b

G. lamblia Dicer

PAZ

Platform

RNase III

Figure 3 Comparison of the human Dicer and G. lamblia Dicer nuclease 
cores. (a) Modeled positions of the PAZ, platform and RNase III domains 
in human Dicer (left) compared with the G. lamblia Dicer crystal structure 
(right). The proposed Ruler domain in human Dicer, estimated by 
segmentation of the refined map, is shown as a wire mesh. (b) The full-
length crystal structure of G. lamblia Dicer docked onto the positions of 
the PAZ and platform domains identified in the human Dicer EM map 
(left). The RNase III domains modeled into the human Dicer EM map, 
compared with the RNase III domains in the G. lamblia Dicer crystal 
structure (right). The double-headed arrow indicates the rearrangement 
required to align the RNase III domains in the two models. Crystal 
structures are taken from PDB 2FFL40.
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Figure 4 The helicase forms a clamp-like structure in the base.  
(a) Schematic of full-length, HEL1 and helicase Dicers.  
(b) Reconstruction of HEL1 Dicer (purple) overlaid on the full-length  
Dicer (gray). HEL1 domain of the RIG-I helicase (red) is modeled into the 
major difference density. (c) The 3D reconstruction of helicase Dicer 
(cyan) overlaid on the full-length Dicer (gray). The RIG-I helicase crystal 
structure is modeled into the base of the full-length map. Modeled crystal 
structures are derived from PDB 4A36 (ref. 38).
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Supplementary Fig. 1). Eight independent 3D reconstructions of 
the tagged Dicer were generated by the random conical tilt (RCT) 
method, and the L-shaped portion of each reconstruction was aligned 
with the refined Dicer structure. The point of streptavidin attach-
ment (estimated as the central point in the bridging region between 
Dicer and streptavidin densities) was then mapped onto the refined 
structure. The estimated attachment points lie within a 10-Å radius 
located at the front of the head region (Fig. 2b), revealing that the 
PAZ domain—and thus the site of dsRNA end recognition—is in the 
very top of the molecule, in the front of Dicer’s head.

Platform domain is tightly associated with PAZ domain
Upon recognition of dsRNA by PAZ, Dicer then cleaves the substrate ~22 nt  
from the open helical end. In the simple Dicer enzyme from the protozoan 
G. lamblia, a ‘platform’ domain separates PAZ from the RNase III catalytic 
site by a distance of ~70 Å, thereby providing the structural basis for pro-
duction of RNAs 25–27 nt in length32. Human Dicer has been proposed 
to use a similar measuring mechanism26, although its products are 4 nt 
shorter. We identified the position of the platform domain in the human 
Dicer EM map by inserting the AviTag between residues Asp886 and  
Ser887. For platform-labeled particles, streptavidin density extended from 
the back of the head in 2D class averages (Fig. 2c and Supplementary 
Fig. 1), and 3D reconstructions from eight class averages mapped the 
point of attachment to a region of radius 10 Å in the back of the Dicer 
head (Fig. 2d). The position of the platform suggests that both PAZ and 
the platform are tightly associated, as in the case of G. lamblia Dicer.

dsRNA cleavage by RNase III domains occurs in body
It has previously been proposed that a fixed spacing between the PAZ and 
RNase III domains in human Dicer could lead to cleavage of dsRNA ~22 nt  
from the open helical end26. To test this model directly, we tagged the 

RNase IIIb domain with streptavidin (residues  
Asn1780–Glu1800 were replaced with the 
AviTag). Streptavidin density was apparent in 
2D class averages and extended from the body 
of the L, approximately 55 Å from the PAZ 
domain (Fig. 2e and Supplementary Fig. 1). 
The tagged RNase IIIb loop appears to be more 
mobile than the loops labeled in the PAZ and 
platform domains, as the estimated points of 

streptavidin attachment for eight different RCT models lie within a 20-Å 
radius, with the labeled loop extending out from the right side of the body 
(Fig. 2f). Consistent with this arrangement, a reconstruction of Dicer 
lacking the C-terminal double-stranded RNA-binding domain, which 
lies adjacent to the tagged loop in the RNase IIIb domain12, is missing 
density from the right side of the body (Supplementary Fig. 2).

Human Dicer core rearranged relative to G. lamblia Dicer
Based on the positions of the streptavidin tags, we docked the platform-
PAZ module and RNase III domains from the G. lamblia Dicer crystal 
structure into the EM map of human Dicer (Fig. 2g). Although the 
head easily accommodated the platform-PAZ module, the RNase III 
domains of G. lamblia Dicer could not be fit into the body of the EM 
map without a major rearrangement relative to the platform (Fig. 3).  
Rearranging these domains established a 3D model for the architecture 
of the human Dicer nuclease core. Conceptually, the core of the human 
enzyme is similar to G. lamblia Dicer; both have PAZ and RNase III 
domains separated by a specific distance. However, relative to their 
PAZ domains, the RNase III active sites of human and G. lamblia Dicer 
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Figure 1 The conserved domain structure 
of metazoan Dicer. (a) Schematic of the 2D 
domain structure of human Dicer with crystal 
structures homologous to each module. The 
“?” indicates the major unannotated region. 
Structures are derived from PDB 4A36 (Ref. 38),  
2KOU39, 2FFL40 and 3C4T41. (b) The EM map  
of Dicer (EMD-1646), shown in three orientations.
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Figure 2 Mapping the nuclease core of human Dicer. (a–f) The 2D 
class averages and estimated attachment sites. The 2D class averages 
of Dicer (a,c,e) are labeled with streptavidin in the PAZ, platform or 
RNase IIIb domain (left) and corresponding RCT reconstruction (yellow) 
superimposed on the unlabeled Dicer map (gray). Streptavidin (red) 
is shown docked into the additional density. Estimated streptavidin 
attachment sites are indicated with a magenta, cyan or orange sphere. 
Estimated streptavidin attachment sites from eight RCT reconstructions 
on the refined Dicer map are also shown (b,d,f). (g) Crystal structures of 
the PAZ-platform and RNase III modules (PDB 2FFL40) docked into the 
EM map of Dicer, based on streptavidin-labeling results. Purple spheres 
indicate the positions of labeled sites in the crystal structures.
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Dicer architecture is conserved
The function of the Dicer helicase has been enigmatic: it has been 
suggested to contribute to substrate binding in human Dicer35,36, 
facilitate pre-miRNA recognition in D. melanogaster Dcr-1 (ref. 24), 
and catalyze translocation on long dsRNA substrates in C. elegans 

Dcr-1 and D. melanogaster Dcr-2 (refs. 23,25). Considering the diver-
gent functions reported for the Dicer helicase, we wondered how the 
architecture of Dicer varies between different species. To explore this 
issue, we extended our EM analysis to a sample of D. melanogaster 
Dcr-2. Dcr-2 is one of the best studied Dicer enzymes and differs from 
human Dicer in that it requires ATP to cleave dsRNA and is believed 
to couple ATP hydrolysis to translocation on long dsRNA23,37. The 
2D class averages of Dcr-2 contained many L-shaped particles simi-
lar to those observed in the class averages of human Dicer (Fig. 6a). 
Furthermore, projection-matching using Dcr-2 particles led to an 
L-shaped reconstruction with dimensions markedly similar to those 
of the human enzyme (Fig. 6b). We therefore conclude that despite 
clear functional differences among various forms of the enzyme, the 
overall three-dimensional architecture of Dicer is well conserved.

DISCUSSION
The structural analysis of Dicer presented here allows reconciliation 
of the seemly disparate functions of the helicase observed in differ-
ent Dicer homologs. Adjacent to the RNase III domains, the helicase  
is positioned to bind the stem-loops of pre-miRNAs (Fig. 7a,b). 
This explains how the helicase contributes to pre-miRNA bind-
ing in human Dicer36 and selective processing of pre-miRNAs in  
D. melanogaster Dcr-1 (ref. 24). For processive Dicers23,25 the helicase 
could use ATP hydrolysis to translocate dsRNA into the nuclease core 
of the enzyme. The helicase is positioned to remain bound to long 
dsRNAs after cleavage and formation of each siRNA product, provid-
ing a structural basis for processivity on long substrates (Fig. 7c).

The previously proposed structural model for Dicer suggested the 
opposite orientation for the nuclease core, with the PAZ domain in the 
body, adjacent to the helicase, and RNase III domains in the head17–20. 
This model implies that the ends of dsRNA substrates bind within the 
body and extend out past the head, never directly interacting with the 
helicase. It has thus been difficult to explain how the helicase could 
facilitate processivity or substrate binding if it is positioned on the 
opposite side of the molecule from where the dsRNA feeds in. We 
have now experimentally determined the 3D positions of the PAZ, 
RNase III and helicase domains, allowing us to exclude this model and 
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Figure 5 Conformational states of the Dicer helicase. (a) The 2D 
class averages and corresponding RCT reconstructions of two distinct 
conformations of human Dicer observed when stained in the presence 
of a dsRNA substrate. (b) Alignment of the RCT maps showing the 
conformational differences between the two reconstructions. (c) Docking 
RIG-I into the base of the L reveals that the two observed conformations 
of the Dicer helicase resemble RIG-I in its apo (PDB 4A2P38) and dsRNA-
bound forms (PDB 4A36, ref. 38). (d) Overlay of the EM density maps 
of each helicase conformation shows a large scale rearrangement similar 
to that observed in the RIG-I crystal structures. The arrows indicate the 
direction of movement in the proposed conformational change.
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Figure 6 Comparison of human and D. melanogaster Dicer structures.  
(a) Class averages of corresponding views of D. melanogaster (Dm) Dicer2 
and human (Hs) Dicer particles. (b) Reconstructions of D. melanogaster 
Dicer2 and human Dicer reveal that the two proteins share a common 
overall shape and many 3D features.
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Figure 7 Architecture and mechanism of Dicer. (a) Segmented map of 
human Dicer with crystal structures of homologous domains docked.  
(b) Model for pre-miRNA recognition. A pre-miRNA hairpin is modeled 
into the proposed binding channel of Dicer, with the stem-loop fit in the 
RNA-binding cleft of the helicase. (c) Schematic for processive dicing. 
The helicase translocates dsRNA into the nuclease core (1). The PAZ 
domain (purple) recognizes the dsRNA end, positioning RNase III (orange) 
for cleavage (2). The siRNA product is released while the dsRNA substrate 
remains bound to the helicase (3). Docked crystal structures were the 
same as used in Figure 1.
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which is responsible for localizing GW182 to cytoplasmic foci called 
processing (P) bodies or GW bodies23.

The GW182 C-terminal region, termed the ‘silencing domain’, 
engenders robust repression (Fig. 1b). The silencing domain is a 
bipartite region, which is predicted to be unstructured. It is divided 
into middle (Mid) and C-terminal subdomains that flank an RNA-
 recognition motif (RRM), which is predicted not to bind RNA, owing 
to the presence of an additional C-terminal alpha helix33 (Figs. 1b  
and 2a). The Mid domain is further subdivided into the M1 and M2 
regions that flank a poly(A) binding protein (PABP)-interacting motif 2  
(PAM2) (Fig. 1b). The GW182 protein counterparts in C. elegans, 
AIN-1 and AIN-2, also contain GW repeats that bind AGOs but lack 
identifiable PAM2 and RRM domains17. Human, D. melanogaster 
and zebrafish GW182 silencing domains confer strong repression  
in vivo when artificially tethered to reporter mRNAs34–37. Moreover, 
complementation assays in HeLa and D. melanogaster Schneider 
2 (S2) cells, wherein cells were depleted of endogenous GW182  
proteins via RNA interference and rescued with wild-type or 
mutant GW182 proteins, demonstrated that deleting the silencing  
domain from full-length GW182 proteins resulted in severely 
impaired repression of miRNA-targeted mRNAs38,39. Furthermore, 
studies carried out using a mammalian in vitro reconstituted system 
that recapitulates miRNA-mediated silencing showed that the teth-
ered TNRC6C silencing domain alone promoted efficient deadenyla-
tion of reporter mRNAs40,41.

In addition to its C-terminal silencing domain, dGW182 contains 
an N-terminal effector domain (NED), adjacent to the dGW182 AGO-
binding region (Fig. 2b)31,32,35. The dGW182 NED silences mRNA 
in D. melanogaster S2 cells when artificially tethered to reporter 
mRNAs31,32. Also, an N-terminal fragment of dGW182, which binds 
AGO and contains the NED, silenced miRNA-targeted mRNAs in S2 
cells32. In contrast to these results, another study found that dGW182 
lacking the C-terminal silencing domain failed to repress miRNA-
targeted mRNAs in S2 cells, despite the presence of the NED38. 
Furthermore, overexpressing an N-terminal fragment of dGW182, 

which contains both the AGO-interacting domain and the NED, sup-
pressed miRNA-mediated silencing in vivo23,32. The dGW182 NED 
can interact with the CCR4–NOT deadenylase complex, which could 
account for its repression of reporter mRNAs31 (see below for further 
details). Thus, it is conceivable that the context of the NED (that is, in 
a truncated GW182 fragment or full-length protein) dictates its role 
in repressing target mRNAs. However, it remains to be established 
whether the dGW182 NED interacts with the CCR4–NOT complex 
in the context of full-length GW182 protein.

GW182-interacting proteins and miRNA-mediated silencing
GW182 proteins were first linked to miRNA-mediated gene silencing 
several years ago18,42–44. However, molecular insight into how GW182 
proteins facilitate miRNA repression has only come to light in the 
past few years. In addition to directly interacting with AGO proteins, 
animal and insect GW182 proteins serve as molecular platforms that 
bind a multitude of silencing effectors31,38–41,45,46.

PABP. The PABP (Fig. 2a) binds the mRNA 3  poly(A) tail and a 
variety of proteins that control both mRNA translation and mRNA 
metabolism (reviewed in ref. 47). PABP interactions with eIF4G and 
the PABP-interacting protein 1 (PAIP1) stimulate translation ini-
tiation through mRNA circularization, whereas PABP association 
with PAIP2 inhibits translation by displacing PABP from the mRNA 
poly(A) tail. PABP also interacts with the eukaryotic release factor 3 
(eRF3), which functions in translation termination. PABP binding 
to the transducer of ERBB2 (Tob) or the poly(A) nuclease (PAN) 
complex helps regulate mRNA deadenylation and decay48,49.

More recently, GW182 proteins have been shown to directly bind 
PABP via a stretch of amino acids within its C-terminal silencing 
domain, originally called domain of unknown function (DUF) and 
more recently renamed as a bona fide PAM2 (ref. 26) (Fig. 2a). The 
crystal structure of human TNRC6C PAM2 peptide in complex with 
a peptide from the PABP C-terminal (PABC) domain (also known as 
MLLE, which refers to the conserved KITGMLLE binding sequence50) 
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Figure 1 miRISC-mediated gene silencing. 
(a) Schematic diagram of miRNA-mediated 
translational repression and mRNA decay. 
Translational repression: the miRISC inhibits 
translation initiation by interfering with eIF4E- 
cap recognition and 40S small ribosomal 
subunit recruitment or by antagonizing 60S 
subunit joining and preventing 80S ribosomal 
complex formation. The miRISC might inhibit 
translation at post-initiation steps by inhibiting 
ribosome elongation. mRNA decay: the  
miRISC interacts with the CCR4–NOT and 
PAN2–PAN3 deadenylase complexes to 
facilitate deadenylation of the poly(A) tail 
(indicated by A(n)). Following deadenylation, 
the 5-terminal cap (m7G) is removed by the 
decapping the DCP1–DCP2 complex, and  
mRNA decay is effected by the Xrn1 5 –3  
exonuclease. (b) Domain structures of miRISC 
components Argonaute and GW182. AGO 
proteins contain N-terminal (N), PAZ, MID and 
PIWI domains. Human and D. melanogaster 
GW182 proteins share similar domain 
organizations. The N-terminal region of GW182, 
containing GW repeats, interacts with AGO 
proteins. This region, including GW-rich, UBA and Q-rich domains, is responsible for targeting GW182 proteins to P bodies. The C-terminal part of 
mammalian and D. melanogaster proteins contains a major effector domain called the silencing domain, comprised of M1 and M2 regions, PAM2 and 
an RRM, and the C-terminal domain.

RISC



http://www.mirbase.org/index.shtml

50 �m 

Steven Paddock (1993) 

Drosophila embryo

The tissue-specific miRNA expression has been best-studied
in vertebrates. First, the cloning frequency from particular
tissues or cells is different for many miRNAs. For example,
several miRNAs are predominantly cloned from mouse heart,
liver or brain tissues [23], embryonic stem cells [27,28] or pan-
creatic islet cells [46]. Further analysis by northern blots or
microarrays reveals that many other vertebrate miRNAs are
also tissue-specifically expressed [41,42,47–51]. Our recent data
from in situ hybridizations in zebrafish embryos indicate that
!80% of the conserved vertebrate miRNAs that are expressed
during embryonic development are tissue-specific. This tissue-
specificity is not restricted to only a few major organs, but
virtually all zebrafish tissues and even individual cell types
within tissues have specific expression of one or a few
miRNAs. For example, miR-183 is specifically expressed in
the hair cells of sensory epithelia [42]. This high number of
tissue-specific miRNA expression patterns suggests that these
miRNAs have a role in tissue differentiation.
Many miRNAs are similarly expressed in mammals and

zebrafish, indicating an evolutionarily conserved function.
For example, many miRNAs that are brain-specific in mam-
mals have very distinct in situ expression patterns in the brain
of zebrafish embryos (e.g., see Fig. 2B [42]). In addition, these
miRNAs are also differentially expressed during mammalian
brain development [26,52], suggesting a conserved role in
vertebrate brain function.

3. miRNA biogenesis and mechanism

The mammalian miRNA biogenesis pathway (and that of
other animals) can be divided into multiple steps (Fig. 3). Ini-

tially, miRNA genes are transcribed byRNApolymerase II into
long primary miRNAs (pri-miRNAs) [53,54]. The processing of
these pri-miRNAs into the final mature miRNAs occurs step-
wise and compartmentalized [55]. pri-miRNAs are processed
in the nucleus into !70–80-nucleotide precursor miRNAs
(pre-miRNAs) by the RNase III enzyme Drosha [56] Drosha
forms a microprocessor complex with double-stranded
RNA-binding protein DGCR8 (Pasha in flies) [57–60]. pre-
miRNA hairpins are exported from the nucleus by Exportin-5
in the presence of Ran-GTP as cofactor [61–63]. In the cyto-
plasm, the pre-miRNAs are processed into !22-nucleotide du-
plexmiRNAs by theRNase III enzymeDicer [64–66]. Dicer was
originally discovered by its role in RNA interference (RNAi) in
which it processes long double-stranded RNA into small inter-
fering RNAs (siRNAs) that mediate RNAi [67–70]. Dicer inter-
acts with the double-stranded RNA-binding protein TRBP
(RDE-4 in C. elegans and Loquacious in Drosophila [71–75]),
which likely bridges the initiator and effector steps of miRNA
action. Next, miRNA duplexes are unwound, which starts at
the duplex end with the lowest thermodynamic stability. The
miRNA strand that has its 5 0 terminus at this end is the future
mature miRNA (also called guide RNA) [76–78].
The mature miRNAs are incorporated into a ribonucleopro-

tein complex, miRNP [25,79], which is similar, though not
necessarily identical, to the RNA-induced silencing complex
(RISC), the effector of RNAi [80]. In RISC, miRNAs can
mediate downregulation of target gene activity by two modes:
translational inhibition or target mRNA cleavage (Fig. 3).
The choice is made based on the degree of complementarity
between the miRNA and target gene in combination with an
Argonaute family protein. Near-perfect complementarity
results in cleavage, followed by general RNA degradation of

Fig. 2. Vertebrate miRNAs in zebrafish. (A) Phylogentic conservation of two clustered vertebrate miRNA genes. miRNA regions (indicated by the
red boxes) are more conserved than flanking sequences. See [9] for details. (B) Example expression patterns of conserved brain-specific miRNAs in
zebrafish embryos. Adapted with permission from [42].
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with a broad maximum centered around a flank of 17 upstream and
13 downstream nucleotides (r ¼ 0.77) (Fig. 2e).

Binding sites with near-perfect complementarity to the entirety of
microRNA, such as those tested above, are thought to represent only a
small portion of functional targets2,12. We therefore extended our tests
to a broader range of naturally occurring sites. We chose miR-184,
which is expressed at intermediate levels in S2 cells, and 12 of its
predicted targets, and we analyzed them in their native environment
(full-length 3¢ UTR and B200-bp fragments centered on the site) as
well as when swapped into the rpr B200-bp UTR fragment (Fig. 3a).
These targets all showed good to excellent 5¢ seed complementarity to
the microRNA, with varying degrees of 3¢ complementarity. While a
model using only the binding energy of the microRNA-target duplex,
DGduplex, achieved almost no correlation with the degree of measured
repression (r ¼ 0.04, P o 0.9), the correlation improved when site
accessibility was incorporated (r ¼ 0.2, P o 0.4) and was strong when
a flank requirement was added (r ¼ 0.5, P o 0.03) (Fig. 3b,c).
Notably, the differentials in measured site repression between the
native and the rpr sequence context were strongly correlated to
the differences in interaction energy DDG predicted by our model
(r ¼ 0.87, Supplementary Fig. 3 online). These results indicate that
target accessibility has a critical role in microRNA-mRNA interactions
for a wide range of target types, and that our model accurately
captures these effects.

To further test the predictive power of our model and compare it
to existing methods, we applied it to all 190 microRNA-mRNA

interaction pairs experimentally tested in Drosophila to date (Supple-
mentary Table 2 online). Because these experiments typically used
full-length UTRs, which can include multiple sites, we followed an
approach similar to that of most other prediction methods and first
scanned the 3¢ UTR of each target for potential microRNA sites, using
standard seed parameters that require near-perfect matches to the
5¢ end of the microRNA. We then used our model to compute the
DDG score of each putative site and appropriately summed these DDG
scores to derive a total interaction energy for each microRNA-target
pair. Because microRNA-target pairs are primarily reported in binary
format, as being either functional or non-functional, we used the
standard area under the curve (AUC) measure to evaluate the
sensitivity and specificity of our method. Our model achieved an
AUC of 0.76, higher than the 0.71 and 0.74 scores achieved by two
other state-of-the-art prediction methods, PicTar10 and the algorithm
developed by Stark et al.8, respectively, and a substantial improvement
over the 0.64 score of miRanda6 (Fig. 4a). This is particularly notable
because these other algorithms employ various filters, such as conser-
vation of sites in related species and additional statistical criteria; our
model employs no such parameters or thresholds. Our integration of
site accessibility in microRNA target prediction thus represents both a
measurable improvement and a simplification over existing methods.

As was the case with our own experimental data, including the
requirement to unpair bases flanking the target improved the perfor-
mance of our model on the literature-derived targets for most
flank sizes, with a maximum around a flank of 3 upstream and 15

Figure 2 Our microRNA-target interaction
model explains variability in target strength
due to differences in accessibility. (a) Illustration
of interaction energy DDG for microRNA-target
interactions, computed as the free energy
gained by transitioning from the state in which
microRNA and target are unbound (left) to the
state in which the microRNA binds its target
(right). The region of the target site that
needs to be unpaired for a microRNA-target
interaction to occur includes the microRNA
bound region (green) and likely additional
flanking nucleotides (brown). (b) Methods
that consider only the target-site sequence
do not explain the variability in our experiments.
Shown is a scatter plot of the free energy of
microRNA-target binding, DGduplex (x axis),
and the observed expression level of the
microRNA target constructs shown
in Figure 1 (y axis). Constructs with identical
target site sequence but mutated proximal
sequence have the same DGduplex and are thus
located at the same position along the x axis.
(c) As in b, but for our model score, DDG.
Constructs with identical target sites but
different proximal sequences have different
unpairing energies, DGopen, and thus differ in
their x-axis position. The correlation between
our model score and the measured expression
level is shown along with its associated P value
(top). See Supplementary Figure 7a (online) for
the correlation between DGopen and the measured
expression. (d) Heatmap showing the correlation
between our model score, DDG, and the
measured expression level of the microRNA
target constructs from hid, grim and rpr, when
requiring unpairing of different numbers of flanking nucleotides upstream and downstream of the target site. The correlation shown in each entry of the
heatmap is computed as in Figure 2c. (e) As in c, when requiring unpairing of the target-site nucleotides plus 17 and 13 nucleotides upstream and
downstream of the target, respectively.
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piRNA (Piwi interacting RNA)

• The largest class of small ncRNA molecules expressed in animal 
cells. 

• forms RNA-protein complexes through interactions with piwi 
proteins

• , which leads to epigenetic and post-transcriptional gene silencing 
of retrotransposons and other genetic elements in germ line 
cells. 

• Distinct from microRNA or siRNA in size (26-31 nt)

• has highly complex and heterogeneous population revealed by 
recent DNA sequencing. 

• Biogenesis of piRNAs not fully understood yet. 



Figure 17.1a  Genomes 3 (© Garland Science 2007) 

Reorganization of Genome

Figure 17.1b  Genomes 3 (© Garland Science 2007) 

Figure 17.1c  Genomes 3 (© Garland Science 2007) 

minisatellite : 10-60 bp around core sequence(--GGGCAGGANG--) 
microsatellite : 2-13 nt long short tandem repeats



CRISPRs (Clustered Regularly Interspaced Short 
Palindromic Repeats)

• Immune system of bacteria and 
archaea against predators

• Confers resistance to exogenous 
genetic elements (plasmids, phages). 

•  Short segments of foreign DNA 
(spacers) incorporated into genome 
between CRISPR repeats and serve 
as a ‘memory’ of past exposures. 

• CRISPR spacers are used to 
recognize and silence exogenous 
genetic elements in a manner 
analogous to RNAi in eukaryotic 
organisms. 

Short sequence tags from invading genetic elements are actively 
incorporated into the host’s CRISPR locus to be transcribed and processed 
into a set of small RNAs that guide the destruction of foreign genetic material. 



Epigenetics
• Chemical modifications of the DNA 

(methylation) or the histones 
(deacetylation) alter the chromatin 
structure without changing the DNA 
sequence

• Inappropriate gene silencing (or 
activation), brought about by epigenetic 
modification, cause a number of human 
diseases including cancers.  



and with it, the directed process of ontogenesis. To understand how
evolution shapes the landscape topography one needs to recall that
following the mathematical formalism explained above, the
genomic instructions form a particular GRN thatmaps uniquely into
a particular quasi-potential landscape of the state space (Fig. 4). The
genome determines the epigenetic landscape. Thus, innovation of
new cell types, that is, the evolution of the metazoan cell type
repertoire, is by definition equivalent to the growth of the epige-
netic landscape and is achieved by the addition of new attractors.
Since a genome maps uniquely into a landscape, the growth of the
landscapemust occur via an alteration of the GRN architecture. This
in turn is the immediate consequence of genome growth and
change due to genetic mutations which impart the addition and
deletion of new genes, the alteration of regulatory interactions or
just of their modalities, etc., and thereby “rewire” the GRN. Because
of the unique mapping of GRN architecture to the quasi-potential
landscape, mutational rewiring is what shapes the landscape.

Evolution of development through genome evolution not only
creates new attractors but also carves the developmental trajecto-
ries e or Waddington’s chreods e into a landscape to channel the
developing cells and safely guide them down to the stable attractor
states encoding the gene expression patterns of mature cell types.
Evolution may, as we propose later, also do the “fine sculpting” e
much as rivers shape a landscape - to ensure smooth and efficient
trajectories, in accordancewith the developmental need for specific
proportions of distinct cell types and to prevent cells from being
diverted into “wrong” attractors: the cancer attractors.

7. Cancer attractors

The long held notion among pathologists that cancer is a devel-
opmental disease (Virchow, 1978), caused by the disruption of
normal cell differentiation, which is now supported by gene
expression profiling demonstrating embryonic expression patterns
(Huanget al., 2009b; refs. here in) is fully alignedwith the theoretical

proposal, first advanced in a bold visionary work by Kauffman in
1971 that cancer cells represent unoccupied attractors of the epige-
netic landscape (Kauffman,1971). This idea of “cancer attractors” has
been refined, further developed, and placed in the broader devel-
opmental and evolutionary perspective (Huang, 2011; Huang et al.,
2009b; Huang and Ingber, 2006). Cancer is thus an intrinsic prop-
erty of the evolved landscape that governs development.

7.1. Existence of unused attractors

With the premise introduced thus far it is not hard to imagine
that as the landscape grew as a consequence of GRN expansion
during evolution, many attractors are created that are not used
(Fig. 4). This is explained as follows: while evolution cares about
creating new useful cell types that must be encoded by attractors
that stabilize the biologically meaningful gene expression patterns,
it does so under the continuous inescapable constraints of the
mathematical fact that there is a complex but unique mapping of
the GRN architecture into the landscape topography. In evolution,
internal design constraints prevent the perfect streamlining by
principles of economy which dictate the elimination of all struc-
tures devoid of a primary function. Much as the famous Spandrels
of the Cathedral of San Marco, which Gould and Lewontin use
(Gould and Lewontin, 1979) as an example to illustrate the pitfalls
of using natural selection in explaining all phenotypic structures,
are inevitable side-products of the architectural shape of the
domes, so are the unused attractors mathematical constructs,
necessary side-products of the evolution of the epigenetic land-
scape by a critical network (see 5.3.) that produces attractor states.
A given GRN architecture that encodes useful attractor states will
also contain useless ones by sheer mathematical necessity. They
encode potentially stable cellular states, defined by some gene
activity configurations that are never expressed.

We will now link the existence of such unoccupied, excess
attractors to cancer, and then, with this new concept of cancer,
address the problem of directional change towards the malignant
phenotype using the quadrant scenarios for Fig. 1. Given the
mathematical underpinning, the following narrative, presented in
a cartoonish fashion for clarity and brevity sake (Fig. 4), is neither
hand-waving nor metaphoric but instead, reflects the consequence
of the mathematical constraints that govern the mapping of a GRN
architecture into a quasi-potential landscape able to direct meta-
zoan development, combined with classical evolutionary biology
principles.

The first central question of course is: Why do the unoccupied,
inevitable attractors that were created in excess, encode gene
expression profiles that produce a cancerous phenotype with the
“hallmarks of cancer” (Hanahan and Weinberg, 2011) in the first
place e why do they become “cancer attractors” when occupied?
The answer lies first in their location on the epigenetic landscape
relative to the normally visited regions, the chreods of normal
development and the attractors of normal cells. The second
essential property of unused attractors is their evolvability.

7.2. Location of cancer attractors on the epigenetic landscape

The unused attractors cause no harm as long as they are not
occupied by cells in the body and thus do not contribute to the
organismal phenotype. Therefore, their existence is not necessarily
selected against as long as they are not accidentally occupied as
cells expand in number and roll down the developmental trajec-
tories during normal development. In the case the potential
phenotype encoded by them is harmful for the organism, evolution
would rather have just shaped the landscape topography such that
these pathological attractors are shielded from the normal
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Fig. 4. Cancer attractors as unused attractors in the epigenetic landscape. Cartoon of
a hypothetical global landscape of the genome that governs the development of cell
types. Inevitable, unoccupied attractors are in the uncharted rugged regions (pink
shaded) at “higher elevation” and “off-road” from the normal chreods (orange). These
regions have never been visited by cells in ontogeny or phylogeny (pink shaded) and
hence, are not “streamlined” by evolution. Cells can be trapped in these unused
attractors and become cancerous because there is no route carved by evolution for
“descent” to the region of mature, normal cells. Thus, cells stuck in such cancer
attractors express necessarily the characteristics of immaturity because of the global
top-to-down gradient of the expression profile toward that encoding mature pheno-
type. Note that normal developmental trajectories, or chreods (orange), have evolved
to ensure the safe descent of cells to the terminal cell type attractors that are located in
the “smooth” regions. The oncogenic path through which the cell deviates from the
chreods and enters the uncharted region and into an unused attractor (red dashed
arrow) crosses “energy barriers” which is overcome by either mutations that change
the landscape or by chronic pathological perturbation of the network state.
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model networks (Huang and Kauffman, 2009; Kauffman, 2004)
indicate that for networks with the type of sparsely connected
architecture typically found in biomolecular regulatory networks,
the state space of all possible network states is compartmentalized
into compact regions that contain stable gene activity configura-
tions that satisfy the GRN-imposed constraints (valleys), separated
by meta- or unstable states that cannot be hold in the long term
because they violate the interactions encoded in the GRN (hills).
Thus, the actual landscape of living systems is just between the two
extreme types of landscapes, those with a flat, unconstrained
landscape with few global valleys that offers unlimited movements
and those with an overtly rugged topography that prevents any
smooth trajectory. Such intermediate, moderate landscapes possess
valleys and hills in a particular proportion and are known as
“critical networks” as first proposed by Stuart Kauffman (1993).
Such networks compartmentalize the state space into valleys of just
the right size and number to allow the genome to encode
a maximum of higher-level information (see below) and exhibit
a series of profound properties that appear to be optimal for uniting
flexibility with robustness of network states in controlling living
cells (Aldana et al., 2007; Nykter et al., 2008).

Because each point in the state space, that is, each position on
our landscape, is assigned a “relative stability, compared to that of
its neighboring states, this confers a directional dynamics to the
change of gene expression patterns for each network state (Fig. 3c):
A cell in an unstable state S0 shifts its position (i.e., is forced to
change its gene activity configuration S) in a particular way, namely
“downhill” along the steepest direction until it reaches a stable
configuration at the bottom of a valley that satisfies all the network-
imposed constraints and where there is no further “urge” to alter
the gene activity configuration. The network is at a stable,
stationary state. Such a state is called attractors because it appears
as if it “attracts” nearby (less stable) states in the state space
representation.

5.4. Stability of states and the quasi-potential landscape

We now undertake another step in formalization to quantita-
tively describe the landscape picture (Fig. 3c): The network
interactions collectively impart a sort of “quasi-potential”, which
we shall call U, to each network state S, or configuration of the
activity status of all gene loci. This quantity U(S) embodies
the above mentioned intuitive notion of “stability” e namely, the
potential of a given point S to move in a particular direction into
its neighborhood that has a lower relative U-value (mathemati-
cally, the direction of steepest gradient). Thus, in general, the
higher the value U(S) for a state S, the less stable is the associated
gene activity configuration and accordingly, the gene expression
profile that it produces. U(S) allows for global comparison of
relative stability.

It is of profound formal importance, although not of further
relevance for this discussion that the quasi-potential is not a “true”
energy potential, like in classical (equilibrium) physics, that allows
for the comparison of the stability of any two states independent of
the path on the landscape. Hence the qualifying prefix ‘quasi’. Also,
simply using the inverse of the steady-state probability P(S) to find
a noisy network (where states are probabilistic) that is in a partic-
ular state S, e.g. using Uw!log[P(S) ], as commonly practiced, does
not accurately yield the correct quasi-potential U. However an exact
U for non-equilibrium systems, such as gene regulatory networks,
can be computed given full information of the network architecture
that accurately predicts the conditional probability of the transition
from a given attractor to another along a particular “least energy”
path (see legend of Fig. 3d). Such a quasi-potential U introduced
here is formally equivalent to the quasi-potential V in theWentzell-

Freidlin theory of large perturbations and also satisfies the Lyapu-
nov function (Efimov, 2009; Freidlin and Wentzell, 1984).

5.5. The formal basis of Waddington’s epigenetic landscape

With the notion of the quasi-potential U(S) for each state S in the
N-dimensional state space we are only a small conceptual step
away from the visually appealing geographical landscape, as
Waddington envisioned 70 years ago with his epigenetic landscape
(Fig. 3c) (Waddington, 1957): If the high-dimensional space of all
possible network states are projected onto a plane, in which one
imagines that, in some abstract way, the most similar (high-
dimensional) configurations are placed as immediate neighbors to
each other. Then, one can envision the potential function U(S) that
is associated to each state S, to be the elevation, over each point S of
the flattened state space. The more stable a state S, the lower its
quasi-potential energyU. The regionswithin one potential well that
contain all the unstable states that will “end up” in the same
attractor states, or the valley that “drains” to the same lowest point,
form the basin of attraction of that attractor. The state space is thus
compartmentalized into basins of attraction (valleys), giving rise to
discretely distinct stable attractor states, separated by regions of
unstable states (hills with “watersheds”) (Fig. 3c). Finally, we stress
here the important fact that since U(S) is computed from the GRN
architecture and all related specifications, in the definition of the
GRN used here each GRN (hence each genome) maps uniquely into
a particular landscape. The landscape topography is the fixed face of
a given genome and represents the entire dynamical repertoire of
the GRN that it encodes.

The landscape picture, provided we keep in mind that it has
a rigorous formal basis, allows now for a convenient, more meta-
phoric short-hand language that we will use below (-in doing so,
“epigenetic landscape” and “quasi-potential landscape” are used
interchangeably hereafter because of their formal correspondence).
Herein, a cell “sitting” at a given position in the landscape repre-
sents a particular network state S and exhibits the gene expression
profile encoded by that state. Thus, a point in the landscape is an
observable, measurable quantity (typically approximated by the
measuring its transcriptome) and represents a cell in a specific
phenotypic state. The landscape picture affords an intuitive way to
imagine the abstract trajectory of S of the constrained high-
dimensional change of the gene expression profile: The latter is
represented by the path of Waddington’s marble (Fig. 3c) which,
driven by “gravity”, rolls down the valleys along what he termed
a chreod (from Greek; chreon ¼ necessity, and odos ¼ path) in
search for the most stable states that is reachable from a given
starting state (Waddington, 1942, 1957). However, as with all
pictorial notations one needs to keep in mind its limitations. Here
they are due to the fact that the potential (‘altitude’) is a quasi-
potential, not a true energy potential because the GRN is a non-
equilibrium, non-integrable system. Thus the path of necessity is
not necessarily the shortest path on a curved surface (geodesic).

6. Biological application of the attractor concept

6.1. Attractor stability, perturbations and attractor transitions

An attractor state S* of a GRN with N genes represents
a configuration of activities of all the N loci and hence, a gene
expression profile, that is stationary (or oscillates locally) and stable
because it satisfies all the gene regulatory interactions imposed by
the GRN. The elementary manifestation of this stability is in the
way it responds to a perturbation. A perturbation of a network
attractor state S* is defined as the externally induced change of the
activity of one or more gene locus. This change of gene expression
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Epigenetic landscape

Decision-making problem of cells
Alternative splicing, recombination, miRNA, piRNA, .... 

It’s all about REGULATION!!!



Evolution
• Natural selection - Survival of the fittest

• Mutation - Malicious / Beneficial mutation



Growth in cell size of bacteria in 
the Lenski experiment

The E. coli long-term evolution experiment is an ongoing study in 
experimental evolution led by Richard Lenski that has been tracking 
genetic changes in 12 initially identical populations of asexual Esherichia 
coli bacteria since 24 February 1988. The populations reached the 
milestone of 50,000 generations in February 2010.
Since the experiment's inception, Lenski and his colleagues have 
reported a wide array of genetic changes; some evolutionary adaptation 
have occurred in all 12 populations, while others have only appeared in 
one or a few populations. One particularly striking adaption was the 
evolution of a strain of E. coli that was able to use citric acid as a carbon 
source in an aerobic environment.



Growth rate (=Fitness)

[19, 20] (Figure 3B). Our results showing the long-term stability
of growth and protein synthesis, accompanied by their short-
term memory, argue strongly against a built-in growth-based
aging mechanism in E. coli. In other words, in E. coli cultures,
all cells will be in the same steady state of growth and will be
indistinguishable from one another regardless of their replica-
tive age.

Although our experiments unambiguously show that growth
and protein synthesis are characterized by short-term correla-
tions, surprisingly, further analysis revealed an unexpected
long-term correlation that spans dozens of generations.
Specifically, at a critical replicative age of the first 50 genera-
tions, we noted a striking increase in filamentation of the
mother cells of MG1655 (the ‘‘spikes’’ seen in Figure 1D bottom
panel; Figure 3C; Figure S3). Importantly, the filamentation rate
of the daughter cells remained practically constant, and thus
the increased filamenation of the mother cell cannot be due
to illumination. This means that the mother cell must inherit
an unknown ‘‘factor’’ that serves as a long-term memory
from one generation to the next and causes filamentation inde-
pendently of growth and protein synthesis. Indeed, filamenta-
tion in Figure 1D occurs at intervals such that its distribution

follows a power law characterized by a long tail (Figure 3D).
(Note that random events will produce an exponential
[‘‘memory-less’’] distribution.) Such a long-term effect could
not have been detected by more conventional timelapse
experiments of an exponentially growing population because
it requires observation of the mother cell’s inheriting the
same old pole for hundreds of generations.

Because filamentation is a hallmark of the SOS response in
bacteria, we asked how its suppression would affect our
observation of filamentation. For this purpose we constructed
an MG1655 derivative carrying a lexA allele, lexA3, whose
protein product constitutively represses SOS gene expression
even under conditions of DNA damage. Although the lexA3
mutant behaved virtually the same as MG1655 in terms of
a constant growth rate, its filamentation rate, which was
constant at approximately 1%, was significantly reduced, as
expected. Note that B/r lacks sulA, a key SOS gene that
inhibits cell division during the SOS response, and also shows
a similar low filamentatin rate (Figure S3). A more important
difference between lexA3 and MG1655 is that, with a constant
death rate of 2.7% per cell per generation, the population of
the lexA3 mutant cells decayed exponentially (Figure 4).
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Figure 1. The ‘‘Mother Machine’’ and High-Throughput Observation of the Mother Cells

(A) Schematic illustration of the microfluidic mother machine. The old-pole mother cell is trapped at the end of the growth channel.
(B) The outermost branch of the lineage tree represents the old-pole mother cell and her progeny.
(C) Snapshot of a typical field of view.
(D) Top panel: temporal montage of a single growth channel (within the dotted yellow box in [C]) from the beginning to the end of the experiment. The stable
band on the bottom of the montage is the old-pole mother cell, whereas the ‘‘feather’’ of the montage shows the growth and escape of her progeny. Middle
panel: the average YFP intensity of the mother cell fast fluctuating around the mean without decay over time. Bottom panel: cell length versus time of the old-
pole mother cell, which shows occasional spikes (filamentations). In all three panels, the x axis represents time in minutes.
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These findings have important implications for the cause of
cell death. That is, the death of the lexA3 mutant is random
and requires the SOS response for survival. The much slower
death rate of wild-type MG1655 cannot simply be due to
a purely stochastic, age-independent fluctuation in DNA
damage or metabolism; otherwise, we would have observed
an exponential decay like that of the lexA3 mutant (Figure 4).
Instead, death of MG1655 is probably caused by a growth-
independent inheritance and accumulation of a lethal
‘‘factor’’ as indicated by the long-term correlation observed
in the mother cell described above. It is possible that this
‘‘factor’’ corresponds to protein aggregates that are asym-
metrically distributed in E. coli and which are described in
recent work [13, 21]. An alternative but not mutually exclusive
idea is that the physically aging cell wall at the pole accumu-
lates defects as a result of its metabolic inertness [22], which
also could be linked to the lethal element.

In previous work by Stewart et al. [12], it was found that the
growth rate of the mother cell decreased cumulatively with
replicative age, about 2% per generation. Although our results
show otherwise, this could be due to the differences in the
experimental conditions, e.g., two-dimensional surface on an
agar pad (Stewart et al.) versus one-dimensional growth
channel where fresh liquid medium is constantly supplied
(current study). In addition, we excluded the data from the first
ten generations of replicative age to ensure that our results
reflect steady-state growth conditions. Nevertheless, we
note that the average generation times of the mother cells of
B/r, MG1655, and lexA3 mutant are in precise agreement
with the generation time measured from the growth curves of
the liquid culture (see Experimental Procedures). This strongly
argues that, in our study, it is unlikely that there is a decrease of
the growth rate of the mother cell regardless of its replicative
age, i.e., all cells are in the same steady state of growth.
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Figure 3. Short-Term Correlation of Growth
Rates versus Long-Term Inheritance of a ‘‘Factor’’
in the Mother Cell

(A) Autocorrelation function of growth rates
showing less than one generation of correlation
time. The dashed lines are fit to the data via
a single exponential function (to guide the eye):
exp(20.7x), exp(20.43x), and exp(2x) for
MG1655, MG1655 lexA3, and B/r, respectively.
(B) Autocorrelation function of YFP level also
showing 1–2 generations of correlation time.
(C) Filamentation rate of MG1655. At a critical
replicative age of the first 50 generations, the fila-
mentation rate of the mother cell starts to
increase, in contrast to the daughter cells, which
continue to divide normally.
(D) A power-law distribution of filamentation
intervals characterized by a long tail. Together
with the increasing filamentation rate in (C), this
implies a long-term memory that is independent
of the observed stable growth and protein
synthesis shown in Figures 1 and 2.
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Summary

The quantitative study of the cell growth [1–5] has led to
many fundamental insights in our understanding of a wide
range of subjects, from the cell cycle [6–9] to senescence
[10]. Of particular importance is the growth rate, whose
constancy represents a physiological steady state of an
organism. Recent studies, however, suggest that the rate
of elongation during exponential growth of bacterial cells
decreases cumulatively with replicative age for both asym-
metrically [11] and symmetrically [12, 13] dividing organ-
isms, implying that a ‘‘steady-state’’ population consists of
individual cells that are never in a steady state of growth.
To resolve this seeming paradoxical observation, we studied
the long-term growth and division patterns of Escherichia
coli cells by employing a microfluidic device designed to
follow steady-state growth and division of a large number
of cells at a defined reproductive age. Our analysis of
approximately 105 individual cells reveals a remarkable
stability of growth whereby the mother cell inherits the
same pole for hundreds of generations. We further show
that death of E. coli is not purely stochastic but is the result
of accumulating damages. We conclude that E. coli, unlike
all other aging model systems studied to date, has a robust
mechanism of growth that is decoupled from cell death.

Results and Discussion

To follow a large number of cells inheriting the same pole and
their progeny for many generations, we employed a high-
throughput, continuous, microfluidic liquid-culture device
that we built by using a standard soft-lithographic technique
that others had developed for cell biology studies [14–17].
Our device consists of a series of growth channels, oriented
at right angles to a trench through which growth medium is
passed at a constant rate (Figure 1A). This constant flow
results in diffusion of fresh medium into the growth channels
as well as removal of cells as they emerge from the channels
into the main trench (Figure 1A). We measured the timescale
of nutrient uptake by E. coli by using the fluorescent glucose

analog (2-NBDG) and found that diffusion into the channels
is much faster (w1 s) than the timescale of nutrient uptake
(w2–3 min; Supplemental Experimental Procedures, available
online), ensuring steady-state conditions for all cells. The cell
at the end of the growth channel, distal to the trench, is
referred to as the ‘‘old-pole mother cell’’ (or mother cell)
because one of its poles, abutting the end of the channel, is in-
herited from one generation to the next (Figure 1A). The diam-
eter of the growth channels prevents the mother cell from
moving around. The replicative age of the mother cell, defined
as the number of consecutive divisions from the young-pole
daughter cell [12], increases by one generation at each cell
division (Figure 1B). It is noteworthy that this device, which
we call the ‘‘mother machine,’’ allows us to follow cells for
numbers of generations that are orders of magnitude greater
than has been possible with other single-celled organisms,
including Saccharomyces cerevisiae [18] and E. coli [12, 13]
(see Experimental Procedures; Movie S1 and Movie S2).

We studied two distantly related strains of E. coli, B/r and
MG1655, which constitutively express yellow fluorescent
protein (YFP) from a chromosomal copy of the yfp gene, allow-
ing visualization of the cells via live microscopy (Figure 1C).
A typical time series of a single growth channel from the begin-
ning of the experiment until death of the mother cell is shown in
the top panel of Figure 1D (which we constructed from the time
series images by following the growth channel indicated by the
dotted yellow box in Figure 1C; see Movie S2). This temporal
montage shows the fluorescence level (YFP) of the mother
cell and her progeny over time during the reproductive lifetime
of the mother cell (Figure 1D [middle panel]). A cell length-
versus-time curve was constructed for every cell in all of our
experiments (e.g., Figure 1D, bottom panel). This curve is well
approximated by a straight line in a semi-log plot (see the inset
of Figure 1D). That is, each interval between birth and division
can be fitted via a single exponential function to give the growth
rate of the cell at that replicative age. The spikes that appear at
random intervals in the size distribution are the result of limited
filamentation, as discussed in detail below.

The growth rate of individual cells showed a striking long-
term stability over hundreds of generations, as indicated by
the average-growth-rate-versus-replicative-age curves of the
old-pole mother cells (Figure 2). The growth rate remained
constant under our experimental conditions, for both
MG1655 and B/r. In contrast to this long-term stability, the
growth rate of the old-pole mother cell showed only weak
correlation between two consecutive cell cycles. Mother cells
exhibited fast fluctuations with a timescale of less than one
generation and a Gaussian distribution (Figure 2 inset; Fig-
ure 3A). The daughter cells also showed the same growth-
rate statistics as the mother cells, as we summarize in Figures
S1 and S2. In other words, the cell ‘‘forgets’’ immediately upon
division how fast it was growing in the previous cell cycle.

The observed stable growth is mirrored by the stable protein
synthesis reflected in the long-term constant fluorescence
level of the mother cell and its progeny (Figure 1D, top two
panels). Like the growth rate, the YFP fluorescence level also
shows a short-time correlation of one to two generations,
consistent with previous findings in E. coli and human cells
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minimization, we run another 2000 steps minimization without
restraints. We use a 12 Å layer of TIP3PBOX water molecules to
explicitly consider the solvent. In the energy minimization
refinement, the backbone charge is neutralized by Naþ. We
use the command ‘addions’ in AMBER 9 to add Naþ until the
total charge of the whole system is zero.61 The nonbonded
interactions are cut at 12 Å. The energy minimization is done
using the sander of AMBER 9.61 In the calculation, we use the
AMBER force field version ff99 for RNA.62 We note that there is
only a slight change for the rmsd before and after running the
AMBER minimization. Figure 1d shows the refined all-atom
structure (purple blue). The all-atom rmsd over all heavy atoms
is 4.2 Å by comparing with the experimental structure 2tra
(sand).63 The main advantage of the multiscale approach is that
the virtual bond tertiary structure as the initial state already lies in
the free energy basin, so the all-atom simulations can avoid
sampling of large structural rearrangements.
In contrast to the MC-Sym method,10 our method is based on

statistical mechanical calculations for the free energy landscape.
In addition, the method for MBL is computationally more
efficient. Furthermore, the method is deterministic in giving
the optimal 3D structure, while the MC-Sym method outputs an
ensemble of 3D structures and does not give the optimal
structure without additional structural information (e.g., from
experimental measurements).

’RESULTS AND DISCUSSION

3D Structural Prediction. Benchmark Test against Other
Models. We test our predictions against two representative de
novo 3D structural prediction models: the MC-Fold/MC-Sym
model10 and the FARNA model9 (see Figure 2). In MC-Fold/
MC-Sym pipeline algorithm, 3D folds are predicted from 2D
structures. Therefore, we first compare the accuracy of our 2D
structural prediction model with MC-Fold.10 We use the sensi-
tivity (SE) and specificity (SP) parameters to measure the
prediction accuracy. Here SE (SP) is the ratio between the
number of the correctly predicted base pairs and the total

number of the base pairs in the experimentally determined
(theoretically predicted) structure. The results in Figure S1 of
the Supporting Information suggest that our model gives im-
proved predictions than MC-Fold. We attribute the improve-
ment to the rigorous physics-based calculations for the free
energy especially the entropy in our Vfold model.46

Second, we compare our model with the MC-Fold/MC-Sym
model10 and the FARNA model9 on 3D structural prediction.
We use exactly the same sequences that were chosen as show-
cases in the respective publications for the two models. Figure 2a
shows the comparison with the FARNA algorithm. We use the
sequences for hairpins, duplexes, and pseudoknots in Das and
Baker (2007)9 for benchmark tests. The rmsd is calculated over
all C4 atoms. In general, our model gives better predictions. The
model gives a 0.6 Å improvement on the mean rmsd over the 18
sequences. In addition, our model gives more accurate predic-
tions for 15 sequences except for 1zih, 1kka, and 1kd5.
Figure 2b and c gives the results for the comparison with the

MC-Fold/MC-Sym pipeline. The test set is adopted from
Parisien andMajor (2008).10Unlike ourmodel, which can predict
the single native structure, the MC-Sym gives an ensemble of 3D
structures. Therefore, we calculate the rmsd for both the top one
structure and the mean value for the top five structures as
predicted from the MC-Fold/MC-Sym algorithm (http://www.
major.iric.ca/MC-Fold/). We find that our model gives better
predictions for the tested sequences. The mean rmsd for the
eleven structures is 3.6 Å for our model, which outperforms 5.5 Å
for the top one structure and 5.3 Å over the top five structures
from the MC-Fold/MC-Sym pipeline. Especially for the pseu-
doknot (437d),64 MC-Fold fails to predict the native structure as
shown by the large rmsd >10 Å. In contrast, our model gives a
good prediction with rmsd = 2.7 Å for the sequence.
The recent benchmark tests18 suggest that (a) MC-Fold/MC-

Sym gives more reliable predictions than other molecular
dynamics simulation-based models (such as IFoldRNA3,65)
and (b) the FARNA model yields a similar accuracy as that of
IFoldRNA. Our benchmark test for IFoldRNA3,65 shows an
average 5.0 Å rmsd for the 11 cases shown in Figure 2b. The

Figure 4. The predicted structure for (a) the G310-U376 domain of MLV RNA and (b) the T arm and the pseudoknot receptor of TYMV RNA. The
PDB ids are 1s9s and 1a60, respectively. The RMSDs are 4.1 Å and 6.7 Å for the two structures. The sand color shows the experimentally determined
structures. The RMSDs are calculated over all the heavy atoms.



RNA motifs for tertiary 
structure formation formation

Ribose zipper, 
kissing hairpin,
Coaxial stack, .....   



Prediction of RNA native state 
(RNA folding problem) is difficult

4. The plot on the left shows that 46 % the 
sequence consists of non-pairing regions such 
as bulges, loops, dangling ends and other 
motifs

1. Building block of RNA : Chemically similar 4-nt (instead of chemically dissimilar 20 aa)
2. Polyelectrolyte nature (charged phosphate group) 
3. Uniformity of hydrophilic backbone along with the lack of diversity in the bases makes 
RNA closer to “homopolymer” than polypeptide chains  -> Make the stability gap smaller 
and alternate structure possible. 

!"#$%&'( )*"'" +,-."' /!%+$0" , 1.,&2$2,2$+"
3",'.!" 4%! 2*" %5'"!+,2$%& 2*,2 2*" "62"&0"0 2,$-'
,&0 -%%/' ,!" 3.7* 3%!" $&2$3,2"-8 $&+%-+"0 $&

7%%!0$&,2$&# 9:; 2*,& ,!" 2*" #-%5.-,! 0%3,$&'(
)*" 4!,72$%& %4 2*" 2%2,- '.!4,7" ,!", %4 ",7* !$5%'%<
3,- /!%2"$& $&+%-+"0 $& $&2"!,72$%&' =$2* 9:; +,!<

Protein S2

a

c

H26

H25

A1101

H37

G100

H36 headbody

d

M
-
P
-

1
V
A
E
T

1

I
V
T
S
V
M
K
R
E
D
L
M
L
L

10
E
K
A
A

10

G
G
V
V
H
H
F
F
G
G
H
H
E
Q
R
T

20
K
R
R
Y

20

W
W
N
N
P
P
K
K
F
M
A
K
R
P
Y
F

30
I
I
Y
F

30

A
G
E
A
R
R
N
N
G
K
I
V
H
H
I
I

40
I
I
D
N

40

L
L
Q
E
K
K
T
T
M
V
E
P
E
M
L
F

50
E
N
R
E

50

T
A
F
L
R
A
F
E
I
L
E
N
D
K
L
I

60
A
A
M
S

60

R
R
G
K
G
G
T
K
I
I
L
L
F
F
V
V

70
G
G
T
T

70

K
K
K
R
Q
A
A
A
Q
S
D
E
I
A
80

V
V
R
K
M
D

80

E
A
A
A
E
L
R
S
A
C
G
D
M
Q
P
F

90
Y
F
V
V

90

N
N
Q
H
R
R
W
W
L
L
G
G
G
G
M
M

100
L
L
T
T

100

N
N
F
W
K
K
T
T
I
V
S
R
Q
Q
R
S

110
V
I
H
K

110

R
R
L
L
E
K
E
D
L
L
E
E
A
T
L
Q

120
F
S
A
Q

120

S
D
P
G
E
T
I
F
E
D
E
K
R
L
P
T

130
K
K
K
K

130

E
E
Q
A
V
L
R
M
L
R
K
T
H
R
E
E

140
L
L
E
E

140

R
K
L
L
Q
E
K
N
Y
S
L
L
S
G
G
G

150
F
I
R
K

150

L
D
L
M
K
G
R
G
L
L
P
P
D
D
160

A
A
I
L
F
F

160

V
V
V
I
D
D
P
A
T
D
K
H
E
E
A
H

170
I
I
A
A

170

V
I
R
K
E
E
A
A
R
N
K
N
L
L
F
G

180
I
I
P
P

180

V
V
I
F
A
A
L
I
A
V
D
D
T
T
D
N

190
S
S
D
D

190

P
P
D
D
L
G
V
V
D
D
Y
F
I
V
I
I

200
P
P
G
G

200

N
N
D
D
D
D
A
A
I
I
R
R
S
A
I
V

210
Q
T
L
L

210

I
Y
L
L
S
G
R
A
A
V
V
A
D
A
L
T

220
I
V
I
R

220

Q
E
A
G
R
R
G
S
G
Q
V
D
V
L
E
A

230
P
S
S
Q

230

P
A
S
E
Y
E
A
S
L
F
V
V
Q
E
240

E
A
A
E
E
-

240

A
-
T
-
E
-
T
-
P
-
E
-
G
-
E
-

250
S
-
E
-
V
-
E
-
A
-

H24a

b

GC GCUA G
GU

CU
CU

GG
G
U C

U
CCUGGGGGCCGA

A
GC U

A
AC

GC
GU

UA
A
GCGC

Δ3

Δ3
H25 850

H26

C

G
C
A
U
G
U
G
G
UU

UAA
UUCG

A
AGC

A
A
CG

CG
AA
G
A
A
C C U UA C

C
A
G
G
C
CU

U
GA

C
AU

GC
UA

GG
GAACCCGGGUG

A
A
A G C C U GGG GU

G
C
C
C
C
G
C G

A
G
G
G
G
A
G
CCCUAGCAC A

G
GU
G
C
U
GC

A U
G
G
C
C
G
U
C
G
U
C
A
GCUCGUG

C
C
G

UG
A
G
G
U
G
U
U
G
G
G
U
UA A G

U
C
C
C
G C

A
A G A G C

GC A AC
C C C C G C C G U U A GU U GC C

A G
C GG U U

C
GGCCGGG

CACU
CUAACGG

G
A
C
U
G
C
C
C
G
C
G

AA
A
G
C
G
G
G
A
G
G
A
A
G
G
AGGGGA

C
G
A
C
G
U
CUG
G
UCA
GC

A
U
G
G
C
C
C U

U
A
CG

G
C
C
U
G
G
G
C
G
A
CAC
A
C
G
U
G
C

950

1050

1100

1150

1200

1000

Δ1

H30H31

H32H33

H33b

H33a H34

H37

H38 H39

H40

H35
H36

!"#$%& '( 9$5%'%3,- /!%2"$& >?( @,A >"1."&7" ,-$#&3"&2 '*%=$&# 2*" /!$3,!8 '"1."&7" %4 !" #$%&'()$*+,- >? @.//"!
'"1."&7"A ,&0 ." /(+* >? @-%="! '"1."&7"A ,' ="-- ,' 2*" '"7%&0,!8 '2!.72.!" %5'"!+"0 $& 2*" '2!.72.!"( )*" '"7%&0,!8
'2!.72.!" $' 7%-%!<!,3/"0 4!%3 2*" : 2"!3$&.' @5-."A 2% 2*" B 2"!3$&.' @!"0A 2% 3,27* 2*" 7,!2%%& $& @5A( C0"&2$7,-
!"'$0."' ,!" '*%=& $& !"0 ,&0 '"3$<7%&'"!+"0 !"'$0."' $& #!""&( @5A )*" 2*!""<0$3"&'$%&,- '2!.72.!" %4 >? $& 2*" !$5%<
'%3"D 7%-%!<!,3/"0 4!%3 2*" : 2"!3$&.' @5-."A 2% 2*" B 2"!3$&.' @!"0A 2% '*%= 2*" 2%/%-%#8( @7A )*" /,!2' %4 EF >
9:; 7%&2,72"0 58 >?( ;72.,- 7%&2,72' %5'"!+"0 $& 2*" '2!.72.!" ,!" '*%=& =$2* 7$!7-"' ,!%.&0 2*" 9:; !"'$0."' $&
1."'2$%&G 5,7H5%&"<%&-8 7%&2,72' @5-." 7$!7-"'AD 5,'"<%&-8 7%&2,72' @!"0 7$!7-"'AD ,&0 7%&2,72' 2% 5%2* 5,7H5%&" ,&0
5,'" @#!""& 7$!7-"'A( 9"/%!2"0 5$%7*"3$7,- $&4%!3,2$%& $' '*%=& 58 '835%-' &"62 2% 2*" 9:; '"1."&7"G *80!%68-<!,0<
$7,- 4%%2</!$&2' @I--"0 5-." 7$!7-"'AD 5,'"<'/"7$I7 4%%2</!$&2' @I--"0 !"0 0$,3%&0'AD ,&0 7!%''<-$&H' @#!""& 7!%''"'A( 9:;
&.35"!$&# 7%!!"'/%&0' 2% 2*" ." /(+* '"1."&7"( @0A )*" $&2"!,72$%& %4 >? =$2* EF > 9:; %4 5%2* 2*" *",0 ,&0 5%08 %4
2*" JK > '.5.&$2( )*" /!%2"$& $' 7%-%!"0 .&$4%!3-8 $& ,77%!0,&7" =$2* 2*" %+"!+$"= $& L$#.!" E( )*" /,$!"0 -".7$&"
!"'$0."' $& 2*" 7%$-"0<7%$- 0%3,$& ,!" '*%=& ,' !"0 '2$7H'( C& L$#.!"' J<??D 2*" 7%-%!<!,3/"0 7,!2%%&' ="!" /!%0.7"0
=$2* MNOMNOEPF ,&0 QNR<9,8( ;-$#&3"&2 I#.!"' ="!" /!%0.7"0 =$2* >"7>"1 @S( T!%0"!'"&D .&/.5-$'*"0
/!%#!,3D *22/GUU,-4E(3!7<-35(7,3(,7(.HU ! 0$&#U'"7'"1AD ,&0 /!%2"$&<9:; 7,!2%%&' =$2* 9$55%&'(EPV

!"#$%$&'( )* + +,#,-". /0$.1"-2!34 5-.10'6."$-% !"#

See http://www.major.iric.ca/MC-Pipeline/ (NCM, 
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RNA energy landscape is rugged

Thirumalai and Hyeon, Biochemistry  (2005)

One dimensional chain + Heterogeneous 
interactions → Topological / Energetic frustration



Thirumalai and Hyeon, Biochemistry  (2005)

The value of Φ depends on point 
mutation, ionic environment, and initial 
condition ... 

RNA energy landscape 
and 

kinetic partitioning mechanism



Initial condition dependent folding routes of 
T. Ribozyme

Russell et al. PNAS (2001) 

Varying the Na+ concentration in the 
preincubation from 20 to 620 mM 
increased the fraction that folded 
correctly from 0.2 to ~0.8 (Fig. 1B) even 
though folding was always under the same 
conditions (5 mM Mg2+, 20 mM Na+). 
Also, the fraction of the correct-folders 
that folded fast (1 s-1) increased from 
~0.45 to ~0.9.



Point mutation

Φ=0.06-0.1 for 
Tetrahymena ribozyme. 
But, a point mutation 
U273A in P3 increases Φ 
to 0.8 !

Pan et al. (1997) J. Mol. Biol. 



Rugged folding landscape of RNA and functions

• RNA consisting of four chemically 
similar building blocks (A,C, G, U) 
→ RNA are closer to homopolymers
→ rugged landscape
→ adopt alternative structures 
→ kinetic partitioning mechanism 
     

• Foldings and functions of RNA are associated with 
conformational adaptation (CBA↔NBA) in response to 
cellular signals (metal ions, metabolites, proteins, nucleic 
acids,...) 

Thirumalai & Hyeon (2005) Biochemistry

Guo & Thirumalai (1995) Biopolymers

Pan,  Thirumalai, Woodson (1997) JMB



folding time is estimated to be (17) !F ! !0N4.2 where N is the
number of nucleotides, and !0 (a function of viscosity, persis-
tence length of the polyion, and effective surface tension)
!10"9 s. For the 56-nt P5abc we find !F ! 20 msec, which is
in reasonable agreement with experiments. The associated
barrier to nucleation is about 10 kcal!mol. The preceding
arguments and previous experiments suggest that, in all like-
lihood, tertiary folding of P5abc occurs by a nucleation-
collapse mechanism. A major implication of this is that both
thermodynamically and kinetically the folding of the isolated
P5abc subdomain must exhibit two-state behavior. As far as we
know this has not been established experimentally.

The anticipated nucleation-collapse mechanism in tertiary
folding of P5abc invites comparisons to the folding of small
proteins. Fersht and coworkers (18) have shown, by using
protein engineering methods, that the 64-residue chymotryp-
sin inhibitor 2 (CI2) folds by a nucleation-collapse mechanism
in about 15 msec under optimal folding conditions. The wealth
of data on this protein suggests that in these small proteins the
formation of secondary structure, collapse, and tertiary struc-
ture formation occurs almost synchronously (18). The plausi-

ble similarity in the folding mechanism between CI2 and P5abc
suggests that native secondary and tertiary structures occur on
very similar time scales in this subdomain.

The two-state nucleation-collapse mechanism for tertiary
folding of P5abc implies that the bottleneck for folding is
associated with the search for the critical nucleus or a set of
critical nuclei. Once the nuclei are located then with over-
whelming probability the folded state would be reached ex-
tremely rapidly. In Fig. 1 the interconversion between the
unfolded and folded states of the P5abc subdomain is sche-
matically sketched. The structure(s) of the transition state(s)
and their free energies then would determine the folding
routes. If the structures near the bottleneck are similar then
one might have a relatively unique transition state as is often
the case in small molecule reactions. However, if there is
diversity in the transition state structures then it is more
fruitful to think in terms of transition state ensembles (19, 20).
Thus, it is of vital interest to probe the degree of heterogeneity
of the transition states. In protein folding, where the major
driving force arises from the need to form a hydrophobic core,
the characterization of transition states for two-state proteins

FIG. 1. (Upper) The structural rearrangements involved in the transition from the unfolded state to the folded conformation. The secondary
structures of P5abc are adopted from ref. 10. The green circles represent the magnesium ions. For clarity of presentation only part of the magnesium
ions in the core is shown. The possible nucleation regions are shown in blue. (Lower) A schematic sketch of the free energy profile and the associated
ensemble of transition states is shown. The question marks indicate that the nature of the kinetic steps in the interconversion of the solution structure
to the crystal structure under folding conditions are conjectural and require experimental validation. This figure was prepared by Oksana Klimov,
and her assistance is greatly appreciated.

Commentary: Thirumalai Proc. Natl. Acad. Sci. USA 95 (1998) 11507
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Mg2+

divalent metal-ion induced secondary 
structure rearrangement



Functions of RNA are often dictated by 
the conformational switches between the 
alternative states

self-induced transitions involving non-native helices can
be encoded in an RNA sequence based on the sequential
order with which native helices of varying stability are
transcribed. The authors demonstrated that a bistable
RNA folds into either of two distinct conformations by
simply reversing the order with which the sequence is
transcribed.

Strategically positioned transcription pause sites can aid
the formation of fold-directing non-native structural
elements by minimizing competition from alternative
folds involving downstream regions [3]. This strategy is
used to avoid kinetic traps when constructing structural
elements from residues that are far apart in sequence. Pan
and colleagues [4!] recently showed how the positioning
of pause sites in between the strands of long helices in
three distinct noncoding RNAs allows upstream portions

of the helices to be sequestered into non-native structures
that can subsequently transition into long native helices
once downstream trigger strands are transcribed.

These studies underscore the importance of considering
RNA-folding dynamics in the cellular context of direc-
tional cotranscriptional folding.

Riboswitches
Riboswitches [5–7] beautifully illustrate how complex
RNA dynamics can be used to achieve highly tunable
and adaptable biological regulation (Figure 1b). Ribos-
witches are cis-acting mRNA elements that allow cells to
adaptively change gene expression in response to their
changing environment. Riboswitches are capable of sen-
sing and quantifying diverse physiological parameters
such as the concentration of metabolites, vitamins,

322 Nucleic acids

Figure 1

Role of RNA conformational transitions in (a) cotranscriptional folding, (b) sensing and signaling transactions by riboswitches, (c) catalysis (star,
reaction chemistry; orange double arrow, global motions; green double arrow, local motions), and (d) hierarchical ribonucleoprotein assembly.

Current Opinion in Structural Biology 2008, 18:321–329 www.sciencedirect.com

riboswitch
Al-Hashimi & Walter (2008) COSB



Protein chaperone: 
GroEL-GroES 

chaperonin system 

Yield = 1− (1− Φ)N

Molecular chaperonin system increases the 
yield of folds via Iterative annealing 
mechanism (IAM)



1− Φ

binding of ATP to the equatorial domain of GroEL, is
entirely concerted. Simple geometric considerations show
that the T T R state is accompanied by the movement of
the SP binding sites with nonadjacent ones moving farther
than adjacent sites. The SP binding stimulates ATPase activ-
ity with the kcat per subunit being about five times greater in
the T state than in R state. Thus, the SP resists the T T R
transition. This suggests that in the process of T-to-R
transition force is exerted on the SP (117), which implies
that the annealing action of GroEL results in unfolding of
the SP (118, 119).
(b) Encapsulation. Upon encapsulation the SP goes from

being bound to GroEL to a state in which it is confined in
the volume permitted by the cavity (Figure 5). In the bound
state the microenvironment experienced by the SP is largely
hydrophobic, whereas in the sequestered state the SP is
conformationally unrestrained because of weaker interactions
with the GroEL cavity. Encapsulation is accompanied by a
series of allosteric transitions in the GroEL which constitute

the fundamental power stroke in the chaperonin cycle. The
binding of MgATP triggers the domain movements that are
exaggerated in the presence of GroES. The encapsulation
process increases the inner volume of the cavity to about
185 000 Å3. The polarity of the surface of the central cavity
undergoes a dramatic change from being hydrophobic in the
T state to hydrophilic in the R states. It remains so in this
state until reverse domain movements return GroEL to the
T state. The switching from the hydrophobic to hydrophilic
surfaces that occurs in each hemicycle results in the unfolding
of the SP. This event puts the SP in a higher point in the
free energy landscape from which it can partition either to
the folded state or be trapped in another misfolded confor-
mation.
(c) ATP Hydrolysis. As a result of encapsulation the ATP

molecules, which are locked in the active site, are committed
to hydrolysis. At in vivo concentrations of ATP all seven
ATP are hydrolyzed in a “quantized” manner in the presence
of GroES (120). The hydrolysis of ATP serves as a timing

FIGURE 5: The top right shows the structure of the R′′ (GroEL - (ADP)7 - GroES) state. One of the GroEL subunits is shown in the circle
on the top left. The apical domain is shown in red, the intermediate is in green, and the equatorial domain is in cyan. The hemicycle, which
is completed in about 15 s at 37 °C, in the GroEL-assisted folding of proteins is shown in the bottom. For clarity only the steps in the ligand
driven allosteric transitions in one of the rings (cis) is shown. In the initial step the substrate protein (SP) is captured by the GroEL in the
T state. This step could induce minor conformational changes in GroEL. ATP binding triggers rigid body rotation of the intermediate
domain toward the equatorial domain, leading GroEL to the R state. The Rf R′ transition and GroES binding encapsulates the SP provided
it is small enough to fit to the expanded cavity. After ATP hydrolysis the R′ f R′′ transition takes place. The release of ADP, inorganic
phosphate, and the SP (whether it is folded or not) is triggered by a signal from the trans ring (not shown). Only the T T R is reversible.
All other steps in the cycle are driven.

4964 Biochemistry, Vol. 44, No. 13, 2005 Current Topics
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transition. This suggests that in the process of T-to-R
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surfaces that occurs in each hemicycle results in the unfolding
of the SP. This event puts the SP in a higher point in the
free energy landscape from which it can partition either to
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mation.
(c) ATP Hydrolysis. As a result of encapsulation the ATP

molecules, which are locked in the active site, are committed
to hydrolysis. At in vivo concentrations of ATP all seven
ATP are hydrolyzed in a “quantized” manner in the presence
of GroES (120). The hydrolysis of ATP serves as a timing

FIGURE 5: The top right shows the structure of the R′′ (GroEL - (ADP)7 - GroES) state. One of the GroEL subunits is shown in the circle
on the top left. The apical domain is shown in red, the intermediate is in green, and the equatorial domain is in cyan. The hemicycle, which
is completed in about 15 s at 37 °C, in the GroEL-assisted folding of proteins is shown in the bottom. For clarity only the steps in the ligand
driven allosteric transitions in one of the rings (cis) is shown. In the initial step the substrate protein (SP) is captured by the GroEL in the
T state. This step could induce minor conformational changes in GroEL. ATP binding triggers rigid body rotation of the intermediate
domain toward the equatorial domain, leading GroEL to the R state. The Rf R′ transition and GroES binding encapsulates the SP provided
it is small enough to fit to the expanded cavity. After ATP hydrolysis the R′ f R′′ transition takes place. The release of ADP, inorganic
phosphate, and the SP (whether it is folded or not) is triggered by a signal from the trans ring (not shown). Only the T T R is reversible.
All other steps in the cycle are driven.
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that the T T R state is accompanied by the movement of
the SP binding sites with nonadjacent ones moving farther
than adjacent sites. The SP binding stimulates ATPase activ-
ity with the kcat per subunit being about five times greater in
the T state than in R state. Thus, the SP resists the T T R
transition. This suggests that in the process of T-to-R
transition force is exerted on the SP (117), which implies
that the annealing action of GroEL results in unfolding of
the SP (118, 119).
(b) Encapsulation. Upon encapsulation the SP goes from

being bound to GroEL to a state in which it is confined in
the volume permitted by the cavity (Figure 5). In the bound
state the microenvironment experienced by the SP is largely
hydrophobic, whereas in the sequestered state the SP is
conformationally unrestrained because of weaker interactions
with the GroEL cavity. Encapsulation is accompanied by a
series of allosteric transitions in the GroEL which constitute

the fundamental power stroke in the chaperonin cycle. The
binding of MgATP triggers the domain movements that are
exaggerated in the presence of GroES. The encapsulation
process increases the inner volume of the cavity to about
185 000 Å3. The polarity of the surface of the central cavity
undergoes a dramatic change from being hydrophobic in the
T state to hydrophilic in the R states. It remains so in this
state until reverse domain movements return GroEL to the
T state. The switching from the hydrophobic to hydrophilic
surfaces that occurs in each hemicycle results in the unfolding
of the SP. This event puts the SP in a higher point in the
free energy landscape from which it can partition either to
the folded state or be trapped in another misfolded confor-
mation.
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molecules, which are locked in the active site, are committed
to hydrolysis. At in vivo concentrations of ATP all seven
ATP are hydrolyzed in a “quantized” manner in the presence
of GroES (120). The hydrolysis of ATP serves as a timing

FIGURE 5: The top right shows the structure of the R′′ (GroEL - (ADP)7 - GroES) state. One of the GroEL subunits is shown in the circle
on the top left. The apical domain is shown in red, the intermediate is in green, and the equatorial domain is in cyan. The hemicycle, which
is completed in about 15 s at 37 °C, in the GroEL-assisted folding of proteins is shown in the bottom. For clarity only the steps in the ligand
driven allosteric transitions in one of the rings (cis) is shown. In the initial step the substrate protein (SP) is captured by the GroEL in the
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phosphate, and the SP (whether it is folded or not) is triggered by a signal from the trans ring (not shown). Only the T T R is reversible.
All other steps in the cycle are driven.
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transition. This suggests that in the process of T-to-R
transition force is exerted on the SP (117), which implies
that the annealing action of GroEL results in unfolding of
the SP (118, 119).
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state the microenvironment experienced by the SP is largely
hydrophobic, whereas in the sequestered state the SP is
conformationally unrestrained because of weaker interactions
with the GroEL cavity. Encapsulation is accompanied by a
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T state to hydrophilic in the R states. It remains so in this
state until reverse domain movements return GroEL to the
T state. The switching from the hydrophobic to hydrophilic
surfaces that occurs in each hemicycle results in the unfolding
of the SP. This event puts the SP in a higher point in the
free energy landscape from which it can partition either to
the folded state or be trapped in another misfolded confor-
mation.
(c) ATP Hydrolysis. As a result of encapsulation the ATP

molecules, which are locked in the active site, are committed
to hydrolysis. At in vivo concentrations of ATP all seven
ATP are hydrolyzed in a “quantized” manner in the presence
of GroES (120). The hydrolysis of ATP serves as a timing

FIGURE 5: The top right shows the structure of the R′′ (GroEL - (ADP)7 - GroES) state. One of the GroEL subunits is shown in the circle
on the top left. The apical domain is shown in red, the intermediate is in green, and the equatorial domain is in cyan. The hemicycle, which
is completed in about 15 s at 37 °C, in the GroEL-assisted folding of proteins is shown in the bottom. For clarity only the steps in the ligand
driven allosteric transitions in one of the rings (cis) is shown. In the initial step the substrate protein (SP) is captured by the GroEL in the
T state. This step could induce minor conformational changes in GroEL. ATP binding triggers rigid body rotation of the intermediate
domain toward the equatorial domain, leading GroEL to the R state. The Rf R′ transition and GroES binding encapsulates the SP provided
it is small enough to fit to the expanded cavity. After ATP hydrolysis the R′ f R′′ transition takes place. The release of ADP, inorganic
phosphate, and the SP (whether it is folded or not) is triggered by a signal from the trans ring (not shown). Only the T T R is reversible.
All other steps in the cycle are driven.
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devise that controls the lifetime of the encapsulated state.
Just as in other molecular machines (molecular motors or
F1-ATPase) the power stroke of the nanomachine is associ-
ated with binding of the cofactors. Mutations in GroEL and
addition of electrolytes can presumably alter the lifetime of
the R′′ state which in turn can have a profound effect on the
annealing function of GroEL. In the extreme case, the single
ring mutant (SR1) can artificially lock GroEL into the R′′
state which in effect enables the SP to fold under confine-
ment. Note that even in the SR1 mutant, with infinite lifetime
for the R′′ state (Figure 5), the SPs microenvironment
changes once which is sufficient to enable near complete
folding of even stringent SPs (RuBisCO for example)
(121).
(d) Ligand Release and Domain Relaxation. The binding

of another SP molecule to the distal trans ring takes place
only after ATP hydrolysis in the cis ring. The release of all
three ligands GroES, SP (folded or not), and ADP is triggered
by ATP binding to the trans state. The rate of release of the

ligands is a complex function of the concentration of ATP
and whether a SP binds to the trans ring. Upon release of
the ligands from the cis ring GroEL relaxes to the starting T
state. The hemicycle then starts in the trans ring. In one round
or iteration of binding, encapsulation, and release the SP
reaches the native with an yield Φ. If Φ is small then the
process is iterated several times until a sufficient amount of
native state is generated. The number of iterations needed
to obtain sufficient yield of the native state depends on a
variety of factors related to the coupling of the dynamics of
allosteric transitions and the rates of SP folding.
Scenarios for Protein-Assisted RNA Folding. The principal

role of chaperones is to assist in the resolution of the
multitude of alternative misfolded structures so that sufficient
yield of the native material is realized in biologically viable
time. A number of studies have implicated proteins in RNA
folding. (1) Since the pioneering studies by Karpel and
Fresco (108) it has been realized that proteins can facilitate
in renaturating RNA. (2) Self-splicing of Tetrahymena pre-

FIGURE 6: (A) A generalized tertiary capture model for protein-assisted (CBP2) RNA folding. This scheme closely resembles the one
proposed by Garcia and Weeks (136). In this “passive” model the unfolded RNA rapidly collapses upon addition of multivalent counterions
(valence greater than one). Protein (in blue) that binds by a diffusion-limited reaction leads to an ensemble of fluctuating protein-RNA
complex. Protein binding restricts fluctuations in RNA. The structures in the protein-RNA can transiently unbind (shown as {I′′NN}), which
allows the RNA to fold in a restricted volume. This process of binding and transient release (the annealing action) leads to the assembly
competent RNP on long time scale. (B) Iterative annealing mechanisms for RNA chaperones. The binding of CYT-18 to misfolded RNA
structures produce an ensemble of CYT-18-RNA complex. This step is similar to the events leading to {I′NN} in panel A. Binding of
CYT-19 (shown in the second reaction step) to the mobile CYT-18-RNA structures results in a change in the structure of RNA. The free
energy of ATP hydrolysis can place the RNA in a higher region of a free energy landscape from which it can kinetically partition to the
RNP (probability in Φ) or can reach another CYT-18-RNA-CYT-19 complex (probability 1 - Φ). The cycle is iterated (blue region)
until sufficient yield is obtained.
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“DEAD-box ‘Helicase’ Proteins as Chaperones 
of RNA Folding” 

DEAD-box proteins assist secondary 
structure rearrangement by acting as 
RNA strand separators (or helicases).



Conclusions

• RNAs are more primitive and homopolymer-like 
than proteins. 

• RNA folding landscapes are rugged. 

• Kinetic partitioning mechanism

• Ionic environment is crucial for RNA folding and 
function

• RNA chaperone is essential to facilitate RNA 
folding
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Genetic switch
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= αm − βmm
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= α pm − β p p

m* = αm

βm

≈ (1−10)nM p* =
αmα p

βmβ p

= (102 −103)nM

Tutorial: Genetic circuits and noise

Matt Scott⇤
Quantitative Approaches to Gene Regulatory Systems

Summer School, July 2006

University of California, San Diego

The analysis of natural genetic networks and the construction of new synthetic analogues is compli-

cated by fluctuations associated with discrete reaction events in small-number reactant pools. While

deterministic models are often invoked with success, there are increasingly many examples where de-

terministic descriptions fail to capture essential features of the underlying stochastic system. In this

tutorial, we shall discuss how genetic circuit models are formulated mathematically from biological

principles, leading to deterministic systems of di↵erential equations. We shall then examine the role

of molecular noise in circuit function and ask how the full stochastic problem may be formulated. The

resulting models can rarely be solved exactly, so we conclude with a look certain useful approximation

schemes.

I. GENETIC CIRCUITS

A. Modeling gene expression

The process of gene expression and protein synthesis is shown as a biological schematic in Figure 1a, and as a further
simplified representation in Figure 1b. To codify the process as a mathematical model, we must assign quantitative
reaction rates to each event (Table I).

How do we turn a biological idea into a mathematical model? We appeal to conservation laws - e.g. Mass-balance:
Change = flux in - flux out. This change is most conveniently represented as a di↵erential equation for the species
concentrations. The rate of change of mRNA (m) and of protein (p) concentration is written as,

dm

dt
= ↵m � �m m

dp

dt
= ↵p m� �p p. (1)

We are often concerned with the steady-state solution of the governing equations, i.e. we set dm
dt = 0 = dp

dt and solve
for m? and p?, the levels of mRNA and protein attained when the system is no longer changing. At steady-state, the
di↵erential equations above reduce to a system of algebraic equations,
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The analysis of natural genetic networks and the construction of new synthetic analogues is compli-

cated by fluctuations associated with discrete reaction events in small-number reactant pools. While

deterministic models are often invoked with success, there are increasingly many examples where de-

terministic descriptions fail to capture essential features of the underlying stochastic system. In this

tutorial, we shall discuss how genetic circuit models are formulated mathematically from biological

principles, leading to deterministic systems of di↵erential equations. We shall then examine the role

of molecular noise in circuit function and ask how the full stochastic problem may be formulated. The

resulting models can rarely be solved exactly, so we conclude with a look certain useful approximation

schemes.

I. GENETIC CIRCUITS

A. Modeling gene expression

The process of gene expression and protein synthesis is shown as a biological schematic in Figure 1a, and as a further
simplified representation in Figure 1b. To codify the process as a mathematical model, we must assign quantitative
reaction rates to each event (Table I).

How do we turn a biological idea into a mathematical model? We appeal to conservation laws - e.g. Mass-balance:
Change = flux in - flux out. This change is most conveniently represented as a di↵erential equation for the species
concentrations. The rate of change of mRNA (m) and of protein (p) concentration is written as,
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~ doubling time (dilution)
(* Faster with active proteolysis*)

Average protein 
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m
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Ball-park Magnitude EstimatesDescriptionSymbolEvent

TABLE I: Estimates of reaction rates for various aspects of gene expression in E. coli.

FIG. 2: (Top) Cartoon schematic of the promoter activity function gR(r)
for repressing action. The transcription factor binding dissociation constant
is called KR.

(Bottom) Cartoon schematic of the promoter activity function gA(r)
for activating action. The transcription factor binding dissociation constant
is called KA. In both cases, the fold-change due to regulation is denoted by
the capacity !.

See Bintu L, Buchler NE, Garcia HG, Gerland U, Hwa T, Kondev J,
Phillips R (2005). Transcriptional regulation by the numbers: models.
Current Opinions in Genetics & Development 15: 116, and

Buchler NE, Gerland U, Hwa T (2005). E↵ects of nonlinear protein
degradation on the functions of genetic circuits. PNAS 102: 9559.
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about 10�15 L, and consequently 1nM corresponds to about 1 molecule per cell. The steady-state levels of mRNA
and protein are then typically ⌧ 104 molecules per cell.

B. Genetic circuits - adding regulation to expression

Under certain assumptions (most important to the present discussion, we assume fast transcription factor / DNA
binding), the rate of RNAp binding is represented by the promoter activity functions gR( · ) and gA( · ) (Figure 2).
A simple way to include transcription factor control in the kinetic equations above is to modify ↵m using the static
promoter activity functions gR( · ) or gA( · ). This idea is best understood by example.

R

R
a) b) FIG. 3: a) A functional schematic of an auto-repressing circuit. b) A more

detailed description of the same.

Note: A connector that ends with a blunt line a indicates a repress-

ing action. In contrast, a connector ending in an arrow ! indicates an
activating action.
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For Ecoli, mRNA degrades much faster than proteins, and 
reaches the SS values.  βm  β p

dm
dt

≈ 0; m* =
αm

βm

gR (R)

dR
dt

= α pm
* − β pR

Since gR(R) ~ 1 for R<<KR and gR(R) ~ 0 for R>>KR

it is expected that R(t) increase slowly when R>KR 
and the steady state value of R is smaller than 
unrepressed case. 
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FIG. 4: a) A functional schematic of the toggle switch.
b) A more detailed description of the same.

See T. S. Gardner, C. R. Cantor and J. J. Collins
(2000) Construction of a genetic toggle switch in E. coli.
Nature 403: 339.

a) Autorepressor: gene product represses its own transcription, as shown schematically in Figure 3.
The basic model of gene expression is modified in this case to read, (where p has been replaced by r to emphasize

that the protein product is behaving as a repressor).

dm

dt
= ↵m · gR(r)� �m m

dr

dt
= ↵p m� �p r. (3)

Exercise: To derive an explicit expression for gR(r), we assume fast transcription factor / DNA binding.
Write the rate equations for the autorepressor, explicitly including transcription factor binding to the
promoter. (Assume there is one promoter with two operator binding sites and the repressor binds coop-
eratively as a monomer). Under what conditions does this new set of equations reduce to the set above?
What is the explicit form of gR(r) in this case? The fast transcription factor / DNA binding is “fast”
compared to what timescale?

b) Toggle switch: Mutually repressing network, shown schematically in Figure 4.
We would expect the system to exhibit two mutually exclusive behaviors - either r1 is high, keeping expression of

r2 low, or conversely, r2 is high, keeping expression of r1 low. For simplicity, we assume that the switch is composed
of symmetric elements so that the rate constants are identical for each half of the network. Then, as in the previous
example, the mathematical model takes the form,

dm1

dt
= ↵m · gR(r2)� �m m

dm2

dt
= ↵m · gR(r1)� �m m

dr1

dt
= ↵p m1 � �p r1

dr2

dt
= ↵p m2 � �p r2. (4)

What can we do with this? It is a system of coupled nonlinear di↵erential equations, which are very di�cult (usually
impossible) to solve exactly. We have two choices:

1. Solve the system numerically using Matlab, Mathematica, etc.

2. Find some kind of approximate solution. We shall discuss a common method of approximation.

In E. coli, the mRNA typically degrades much faster than the protein, (�m � �p). Consequently, after a short
transient has elapsed, dm

dt ⇡ 0 over the timescale of protein change. Solving the resulting algebraic equations for mi,
we arrive an mRNA concentration that is slaved to the slower-changing protein concentration,

mi(rj) =
↵m

�m
· gR(rj) (i, j 2 {1, 2}) (5)

We have then e↵ectively reduced the number of di↵erential equations from four to two, contingent upon the assumption
that �m � �p. Calling �0 = ↵p ↵m

�m
the maximum rate of repressor synthesis, the governing equations are written,

dri

dt
= �0 · gR(rj)� �p ri. (6)

Calling �0

�p
⌘ r0

i the maximum level of repressor i, we can likewise solve for the steady-state concentration of the
repressors r?

i ,

r?
i (r?

j ) = r0
i · gR(r?

j ). (7)

So far, so good - but the r?
i ’s are still unknown, as are the conditions that ensure bistability in the system. We

can gain a great deal of insight into the model by considering the cartoon of the promoter activity function gR(ri)

dm1

dt
= αmgR (r2 ) − βmm

dR1
dt

= α pm1 − β pR1
dm2

dt
= αmgR (R2 ) − βmm2

dR2
dt

= α pm2 − β pR2
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*)

For Ecoli, mRNA degrades much faster than proteins, and 
reaches the SS values.  βm  β p
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(' ,56'-2/""6 ,2+50 /&' ."11"3+50 6+8'52+"51'22 8"6'1 ."- /&' 5'/3"-9:

6!
6"

!
!$

$" #"
"! #$)$

6#
6"

!
!;

$" !#
" # #$($

3&'-' ! +2 /&' 4"54'5/-)/+"5 ". -'<-'22"- $= " +2 /&' 4"54'5/-)/+"5 ".
-'<-'22"- ;= !$ +2 /&' '..'4/+*' -)/' ". 275/&'2+2 ". -'<-'22"- $= !; +2 /&'
'..'4/+*' -)/' ". 275/&'2+2 ". -'<-'22"- ;= " +2 /&' 4""<'-)/+*+/7 ".
-'<-'22+"5 ". <-"8"/'- ; )56 # +2 /&' 4""<'-)/+*+/7 ". -'<-'22+"5 ".
<-"8"/'- $> %&' )("*'8"6'1 +2 6'-+*'6 .-"8 ) (+"4&'8+4)1 -)/' '?,)/+"5
."-8,1)/+"5 ". 0'5' '#<-'22+"5;@A;B> %&' C5)1 ."-8 ". /&' /"001' '?,)/+"52
<-'2'-*'2 /&' /3"8"2/ .,56)8'5/)1 )2<'4/2 ". /&' 5'/3"-9: 4""<'-)/+*'
-'<-'22+"5 ". 4"52/+/,/+*'17 /-)524-+('6 <-"8"/'-2 D/&' C-2/ /'-8 +5 ')4&
'?,)/+"5E= )56 6'0-)6)/+"5F6+1,/+"5 ". /&' -'<-'22"-2 D/&' 2'4"56 /'-8 +5
')4& '?,)/+"5E>

%&' <)-)8'/'-2 !$ )56 !; )-' 1,8<'6 <)-)8'/'-2 /&)/ 6'24-+(' /&'
5'/ '..'4/ ". GHI <"178'-)2' (+56+50= "<'5J4"8<1'# ."-8)/+"5=
/-)524-+</ '1"50)/+"5= /-)524-+</ /'-8+5)/+"5= -'<-'22"- (+56+50= -+("2"8'
(+56+50 )56 <"17<'</+6' '1"50)/+"5> %&' 4""<'-)/+*+/7 6'24-+('6 (7 "
)56 # 4)5 )-+2' .-"8 /&'8,1/+8'-+K)/+"5 ". /&' -'<-'22"- <-"/'+52 )56 /&'
4""<'-)/+*' (+56+50 ". -'<-'22"- 8,1/+8'-2 /" 8,1/+<1' "<'-)/"- 2+/'2 +5
/&' <-"8"/'-> I5 )66+/+"5)1 8"6+C4)/+"5 /" '?,)/+"5 D$E +2 5''6'6 /"
6'24-+(' +56,4/+"5 ". /&' -'<-'22"-2 DL+0> ME>

%&' 0'"8'/-+4 2/-,4/,-' ". '?,)/+"5 D$E= +11,2/-)/'6 +5 L+0> ;) )56 (=
-'*')12 /&' "-+0+5 ". /&' (+2/)(+1+/7: /&' 5,1141+5'2 D6!!6" ! N )56 6#!6" ! N
+5 L+0> ;E +5/'-2'4/ )/ /&-'' <"+5/2= <-"6,4+50 "5' ,52/)(1' )56 /3" 2/)(1'
2/')67 2/)/'2> L-"8 L+0> ;) )56 (= /&-'' 9'7 .')/,-'2 ". /&' 272/'8
('4"8' )<<)-'5/> L+-2/= /&' 5,1141+5'2 +5/'-2'4/ /&-'' /+8'2 ('4),2' ".
/&'+- 2+08"+6)1 2&)<'= 3&+4& )-+2'2 ."- "= # $ $> %&,2= /&' (+2/)(+1+/7 ". /&'
272/'8 6'<'562 "5 /&' 4""<'-)/+*' -'<-'22+"5 ". /-)524-+</+"5> O'4"56=
/&' -)/'2 ". 275/&'2+2 ". /&' /3" -'<-'22"-28,2/ (' ()1)54'6> P. /&' -)/'2
)-' 5"/ ()1)54'6= /&' 5,1141+5'2 3+11 +5/'-2'4/ "517 "54'= <-"6,4+50 )
2+501' 2/)(1' 2/')67 2/)/'> %&+2 2+/,)/+"5 )-+2'2 +5 <1)28+6 <PQR$NM> %&+-6=
/&' 2/-,4/,-' ". /&' /"001' 5'/3"-9 4-')/'2 /3" ()2+52 ". )//-)4/+"5> %&,2=
) /"001' 3+/& )5 +5+/+)1 4"56+/+"5 )573&'-' )("*' /&' 2'<)-)/-+# 3+11
,1/+8)/'17 2'//1' /" 2/)/' $= 3&'-')2 ) /"001' 2/)-/+50 ('1"3 /&' 2'<)-)/-+#
3+11 2'//1' /" 2/)/' ;>

%&' 4"56+/+"52 ."- ) (+2/)(1' /"001' 5'/3"-9 )-' +11,2/-)/'6 +5 L+0> ;4
)56 6> I2 /&' -)/'2 ". -'<-'22"- 275/&'2+2 )-' +54-')2'6= /&' 2+K' ". /&'
(+2/)(1' -'0+"5 +54-')2'2> L,-/&'-8"-'= /&' 21"<'2 ". /&' (+.,-4)/+"5 1+5'2=
."- 1)-0' !$ )56 !;= )-' 6'/'-8+5'6 (7 " )56 #> %&,2= /" "(/)+5 (+2/)(+1+/7=
)/ 1')2/ "5' ". /&' +5&+(+/"-2 8,2/ -'<-'22 '#<-'22+"5 3+/& 4""<'-)/+*+/7
0-')/'- /&)5 "5'> S"-'"*'-= &+0&'- "-6'- 4""<'-)/+*+/7 3+11 +54-')2' /&'
-"(,2/5'22 ". /&' 272/'8= )11"3+50 3')9'- <-"8"/'-2 /" )4&+'*'
(+2/)(+1+/7 )56 <-"6,4+50 ) (-")6'- (+2/)(1' -'0+"5>
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3&'-' ! +2 /&' 4"54'5/-)/+"5 ". -'<-'22"- $= " +2 /&' 4"54'5/-)/+"5 ".
-'<-'22"- ;= !$ +2 /&' '..'4/+*' -)/' ". 275/&'2+2 ". -'<-'22"- $= !; +2 /&'
'..'4/+*' -)/' ". 275/&'2+2 ". -'<-'22"- ;= " +2 /&' 4""<'-)/+*+/7 ".
-'<-'22+"5 ". <-"8"/'- ; )56 # +2 /&' 4""<'-)/+*+/7 ". -'<-'22+"5 ".
<-"8"/'- $> %&' )("*'8"6'1 +2 6'-+*'6 .-"8 ) (+"4&'8+4)1 -)/' '?,)/+"5
."-8,1)/+"5 ". 0'5' '#<-'22+"5;@A;B> %&' C5)1 ."-8 ". /&' /"001' '?,)/+"52
<-'2'-*'2 /&' /3"8"2/ .,56)8'5/)1 )2<'4/2 ". /&' 5'/3"-9: 4""<'-)/+*'
-'<-'22+"5 ". 4"52/+/,/+*'17 /-)524-+('6 <-"8"/'-2 D/&' C-2/ /'-8 +5 ')4&
'?,)/+"5E= )56 6'0-)6)/+"5F6+1,/+"5 ". /&' -'<-'22"-2 D/&' 2'4"56 /'-8 +5
')4& '?,)/+"5E>

%&' <)-)8'/'-2 !$ )56 !; )-' 1,8<'6 <)-)8'/'-2 /&)/ 6'24-+(' /&'
5'/ '..'4/ ". GHI <"178'-)2' (+56+50= "<'5J4"8<1'# ."-8)/+"5=
/-)524-+</ '1"50)/+"5= /-)524-+</ /'-8+5)/+"5= -'<-'22"- (+56+50= -+("2"8'
(+56+50 )56 <"17<'</+6' '1"50)/+"5> %&' 4""<'-)/+*+/7 6'24-+('6 (7 "
)56 # 4)5 )-+2' .-"8 /&'8,1/+8'-+K)/+"5 ". /&' -'<-'22"- <-"/'+52 )56 /&'
4""<'-)/+*' (+56+50 ". -'<-'22"- 8,1/+8'-2 /" 8,1/+<1' "<'-)/"- 2+/'2 +5
/&' <-"8"/'-> I5 )66+/+"5)1 8"6+C4)/+"5 /" '?,)/+"5 D$E +2 5''6'6 /"
6'24-+(' +56,4/+"5 ". /&' -'<-'22"-2 DL+0> ME>

%&' 0'"8'/-+4 2/-,4/,-' ". '?,)/+"5 D$E= +11,2/-)/'6 +5 L+0> ;) )56 (=
-'*')12 /&' "-+0+5 ". /&' (+2/)(+1+/7: /&' 5,1141+5'2 D6!!6" ! N )56 6#!6" ! N
+5 L+0> ;E +5/'-2'4/ )/ /&-'' <"+5/2= <-"6,4+50 "5' ,52/)(1' )56 /3" 2/)(1'
2/')67 2/)/'2> L-"8 L+0> ;) )56 (= /&-'' 9'7 .')/,-'2 ". /&' 272/'8
('4"8' )<<)-'5/> L+-2/= /&' 5,1141+5'2 +5/'-2'4/ /&-'' /+8'2 ('4),2' ".
/&'+- 2+08"+6)1 2&)<'= 3&+4& )-+2'2 ."- "= # $ $> %&,2= /&' (+2/)(+1+/7 ". /&'
272/'8 6'<'562 "5 /&' 4""<'-)/+*' -'<-'22+"5 ". /-)524-+</+"5> O'4"56=
/&' -)/'2 ". 275/&'2+2 ". /&' /3" -'<-'22"-28,2/ (' ()1)54'6> P. /&' -)/'2
)-' 5"/ ()1)54'6= /&' 5,1141+5'2 3+11 +5/'-2'4/ "517 "54'= <-"6,4+50 )
2+501' 2/)(1' 2/')67 2/)/'> %&+2 2+/,)/+"5 )-+2'2 +5 <1)28+6 <PQR$NM> %&+-6=
/&' 2/-,4/,-' ". /&' /"001' 5'/3"-9 4-')/'2 /3" ()2+52 ". )//-)4/+"5> %&,2=
) /"001' 3+/& )5 +5+/+)1 4"56+/+"5 )573&'-' )("*' /&' 2'<)-)/-+# 3+11
,1/+8)/'17 2'//1' /" 2/)/' $= 3&'-')2 ) /"001' 2/)-/+50 ('1"3 /&' 2'<)-)/-+#
3+11 2'//1' /" 2/)/' ;>

%&' 4"56+/+"52 ."- ) (+2/)(1' /"001' 5'/3"-9 )-' +11,2/-)/'6 +5 L+0> ;4
)56 6> I2 /&' -)/'2 ". -'<-'22"- 275/&'2+2 )-' +54-')2'6= /&' 2+K' ". /&'
(+2/)(1' -'0+"5 +54-')2'2> L,-/&'-8"-'= /&' 21"<'2 ". /&' (+.,-4)/+"5 1+5'2=
."- 1)-0' !$ )56 !;= )-' 6'/'-8+5'6 (7 " )56 #> %&,2= /" "(/)+5 (+2/)(+1+/7=
)/ 1')2/ "5' ". /&' +5&+(+/"-2 8,2/ -'<-'22 '#<-'22+"5 3+/& 4""<'-)/+*+/7
0-')/'- /&)5 "5'> S"-'"*'-= &+0&'- "-6'- 4""<'-)/+*+/7 3+11 +54-')2' /&'
-"(,2/5'22 ". /&' 272/'8= )11"3+50 3')9'- <-"8"/'-2 /" )4&+'*'
(+2/)(+1+/7 )56 <-"6,4+50 ) (-")6'- (+2/)(1' -'0+"5>
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interaction limit, described above (and in Equation S1 in Text
S1). In general, one expects that diffusion makes the miRNA
profile more homogeneous, and this is confirmed by exact
numerical solution of the model, as shown in Figure 1C.
Surprisingly, however, the mRNA profile does not become
smoother. In fact, Figures 1C and 1F show that this profile
actually develops a sharper drop from high to low mRNA
levels than there was in the absence of diffusion. More
specifically, miRNA diffusion creates an interface between
high and negligible target expression. Increasing diffusion
moves the interface deeper into the mRNA-rich region and
thereby accentuates the drop in mRNA levels across the
interface. Although some miRNA diffusion is required to
establish a sharp interface in the mRNA profile, the diffusion
constant cannot be too large. As Figure 1G demonstrates,
increasing the diffusion constant may result in smoothing the
interface. A corresponding increase in the interaction
strength, k, can compensate for the increased diffusion,
regaining the interface sharpness (Figure 1H). We will
quantify these observations below.

Diffusing miRNAs can find themselves in one of two very
different regions. In the miRNA-rich region (including the
region to the right of the point where the transcription
profiles are equal), miRNA decay occurs mainly via processes
independent of their interaction with the target. In this
region, our model boils down to a simple diffusion process
accompanied by linear decay. Such processes are character-
ized by a length scale, denoted by k, which essentially
measures how far a miRNA can travel (due to diffusion)
before being consumed (by independent degradation). It is
thus an increasing function of the diffusion constant D, but a
decreasing function of the independent decay rate bl. On the
other hand, in the mRNA-rich region, a miRNA decays
mainly via co-degradation with its target. In this region,
miRNAs decay faster, and one expects them to be able to

travel over much shorter distances than in the miRNA-rich
region. In fact, diffusion in this region is characterized by
another, smaller, length scale, denoted by ‘, which again
increases with D, but is now a decreasing function of the
interaction strength, k. Explicit expressions for the two length
scales are given in Text S1 (Equations S5 and S6 in Text S1).
To obtain a sharp interface in the mRNA profile, miRNAs

should be able to travel from the miRNA-rich zone into the
mRNA-rich zone. This means that the first length scale, k,
should be of the same order as the tissue length. This, for
example, can be achieved if the diffusion constant D is large
enough. On the other hand, the vicinity of the interface is
governed by the other length scale, ‘. This length scale is what
determines the ‘‘width’’ of the interface, namely the number
of cells that exhibit intermediate levels of mRNA expression
(see blue box in Figure 1C). A sharp interface, therefore,
means a small value of ‘, and one way to achieve a small value
of ‘ is to make the diffusion constant D small enough. These
two contradicting requirements on D suggest that there might
be an intermediate range of values for the diffusion constant
that allows for a sharp interface, but also raises the suspicion
that this range may be very small and requires some fine-
tuning. This, however, is not the case: the fact that k is
strongly dependent on bl (whereas ‘ does not depend on bl at
all), and that ‘ strongly depends on k (whereas k does not)
means that the range of allowed values of D can be set as large
as needed.
In Text S1, we develop an approximate analytical expres-

sion for the mRNA profile in terms of the various parameters
and the ‘‘input’’ profiles am(x) and al(x) (Figure S1). There are
two lessons to be learned from this exercise. First, the
interface established by the mRNA–miRNA interaction is
effectively impermeable to miRNA diffusion in the strong-
interaction limit. The system thus separates into two parts
which—in steady state—do not exchange molecules between

Figure 1. Sharpening the Target Expression Pattern

(A) Transcription profiles of a miRNA (red) and its target (green). Functional expressions and parameter values are given in Methods, unless otherwise
noted.
(B) Steady-state concentration of target mRNA (green) and cognate miRNA (red). Regulation by immobile miRNAs (in which the diffusion constant is D¼
0) removes residual mRNAs from the right domain, creating a sharp boundary near the center of the tissue. Here, the miRNA–mRNA interaction
parameter is k ¼ 1.
(C) Mobility of miRNA (D ¼ 0.01) further sharpens this boundary by inducing an interface between domains of gene expression (blue box).
(D–F) Steady-state concentration of mRNA (green level) for a two-dimensional generalization of the model, in which diffusion occurs equally in both
directions and transcription rates do not vary along the vertical axis. Parameter values of (D–F) correspond, respectively, to those in (A–C).
(G) Strong miRNA diffusion (D increased 100-fold) smoothens the interface between the domains, but does not affect the interface position.
(H) The interface structure is unaffected by increasing both the miRNA-mRNA interaction k and the diffusion constant D 100-fold with respect to (C) and
(F).
doi: 10.1371/journal.pcbi.0030233.g001
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interaction limit, described above (and in Equation S1 in Text
S1). In general, one expects that diffusion makes the miRNA
profile more homogeneous, and this is confirmed by exact
numerical solution of the model, as shown in Figure 1C.
Surprisingly, however, the mRNA profile does not become
smoother. In fact, Figures 1C and 1F show that this profile
actually develops a sharper drop from high to low mRNA
levels than there was in the absence of diffusion. More
specifically, miRNA diffusion creates an interface between
high and negligible target expression. Increasing diffusion
moves the interface deeper into the mRNA-rich region and
thereby accentuates the drop in mRNA levels across the
interface. Although some miRNA diffusion is required to
establish a sharp interface in the mRNA profile, the diffusion
constant cannot be too large. As Figure 1G demonstrates,
increasing the diffusion constant may result in smoothing the
interface. A corresponding increase in the interaction
strength, k, can compensate for the increased diffusion,
regaining the interface sharpness (Figure 1H). We will
quantify these observations below.

Diffusing miRNAs can find themselves in one of two very
different regions. In the miRNA-rich region (including the
region to the right of the point where the transcription
profiles are equal), miRNA decay occurs mainly via processes
independent of their interaction with the target. In this
region, our model boils down to a simple diffusion process
accompanied by linear decay. Such processes are character-
ized by a length scale, denoted by k, which essentially
measures how far a miRNA can travel (due to diffusion)
before being consumed (by independent degradation). It is
thus an increasing function of the diffusion constant D, but a
decreasing function of the independent decay rate bl. On the
other hand, in the mRNA-rich region, a miRNA decays
mainly via co-degradation with its target. In this region,
miRNAs decay faster, and one expects them to be able to

travel over much shorter distances than in the miRNA-rich
region. In fact, diffusion in this region is characterized by
another, smaller, length scale, denoted by ‘, which again
increases with D, but is now a decreasing function of the
interaction strength, k. Explicit expressions for the two length
scales are given in Text S1 (Equations S5 and S6 in Text S1).
To obtain a sharp interface in the mRNA profile, miRNAs

should be able to travel from the miRNA-rich zone into the
mRNA-rich zone. This means that the first length scale, k,
should be of the same order as the tissue length. This, for
example, can be achieved if the diffusion constant D is large
enough. On the other hand, the vicinity of the interface is
governed by the other length scale, ‘. This length scale is what
determines the ‘‘width’’ of the interface, namely the number
of cells that exhibit intermediate levels of mRNA expression
(see blue box in Figure 1C). A sharp interface, therefore,
means a small value of ‘, and one way to achieve a small value
of ‘ is to make the diffusion constant D small enough. These
two contradicting requirements on D suggest that there might
be an intermediate range of values for the diffusion constant
that allows for a sharp interface, but also raises the suspicion
that this range may be very small and requires some fine-
tuning. This, however, is not the case: the fact that k is
strongly dependent on bl (whereas ‘ does not depend on bl at
all), and that ‘ strongly depends on k (whereas k does not)
means that the range of allowed values of D can be set as large
as needed.
In Text S1, we develop an approximate analytical expres-

sion for the mRNA profile in terms of the various parameters
and the ‘‘input’’ profiles am(x) and al(x) (Figure S1). There are
two lessons to be learned from this exercise. First, the
interface established by the mRNA–miRNA interaction is
effectively impermeable to miRNA diffusion in the strong-
interaction limit. The system thus separates into two parts
which—in steady state—do not exchange molecules between

Figure 1. Sharpening the Target Expression Pattern

(A) Transcription profiles of a miRNA (red) and its target (green). Functional expressions and parameter values are given in Methods, unless otherwise
noted.
(B) Steady-state concentration of target mRNA (green) and cognate miRNA (red). Regulation by immobile miRNAs (in which the diffusion constant is D¼
0) removes residual mRNAs from the right domain, creating a sharp boundary near the center of the tissue. Here, the miRNA–mRNA interaction
parameter is k ¼ 1.
(C) Mobility of miRNA (D ¼ 0.01) further sharpens this boundary by inducing an interface between domains of gene expression (blue box).
(D–F) Steady-state concentration of mRNA (green level) for a two-dimensional generalization of the model, in which diffusion occurs equally in both
directions and transcription rates do not vary along the vertical axis. Parameter values of (D–F) correspond, respectively, to those in (A–C).
(G) Strong miRNA diffusion (D increased 100-fold) smoothens the interface between the domains, but does not affect the interface position.
(H) The interface structure is unaffected by increasing both the miRNA-mRNA interaction k and the diffusion constant D 100-fold with respect to (C) and
(F).
doi: 10.1371/journal.pcbi.0030233.g001
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interaction limit, described above (and in Equation S1 in Text
S1). In general, one expects that diffusion makes the miRNA
profile more homogeneous, and this is confirmed by exact
numerical solution of the model, as shown in Figure 1C.
Surprisingly, however, the mRNA profile does not become
smoother. In fact, Figures 1C and 1F show that this profile
actually develops a sharper drop from high to low mRNA
levels than there was in the absence of diffusion. More
specifically, miRNA diffusion creates an interface between
high and negligible target expression. Increasing diffusion
moves the interface deeper into the mRNA-rich region and
thereby accentuates the drop in mRNA levels across the
interface. Although some miRNA diffusion is required to
establish a sharp interface in the mRNA profile, the diffusion
constant cannot be too large. As Figure 1G demonstrates,
increasing the diffusion constant may result in smoothing the
interface. A corresponding increase in the interaction
strength, k, can compensate for the increased diffusion,
regaining the interface sharpness (Figure 1H). We will
quantify these observations below.

Diffusing miRNAs can find themselves in one of two very
different regions. In the miRNA-rich region (including the
region to the right of the point where the transcription
profiles are equal), miRNA decay occurs mainly via processes
independent of their interaction with the target. In this
region, our model boils down to a simple diffusion process
accompanied by linear decay. Such processes are character-
ized by a length scale, denoted by k, which essentially
measures how far a miRNA can travel (due to diffusion)
before being consumed (by independent degradation). It is
thus an increasing function of the diffusion constant D, but a
decreasing function of the independent decay rate bl. On the
other hand, in the mRNA-rich region, a miRNA decays
mainly via co-degradation with its target. In this region,
miRNAs decay faster, and one expects them to be able to

travel over much shorter distances than in the miRNA-rich
region. In fact, diffusion in this region is characterized by
another, smaller, length scale, denoted by ‘, which again
increases with D, but is now a decreasing function of the
interaction strength, k. Explicit expressions for the two length
scales are given in Text S1 (Equations S5 and S6 in Text S1).
To obtain a sharp interface in the mRNA profile, miRNAs

should be able to travel from the miRNA-rich zone into the
mRNA-rich zone. This means that the first length scale, k,
should be of the same order as the tissue length. This, for
example, can be achieved if the diffusion constant D is large
enough. On the other hand, the vicinity of the interface is
governed by the other length scale, ‘. This length scale is what
determines the ‘‘width’’ of the interface, namely the number
of cells that exhibit intermediate levels of mRNA expression
(see blue box in Figure 1C). A sharp interface, therefore,
means a small value of ‘, and one way to achieve a small value
of ‘ is to make the diffusion constant D small enough. These
two contradicting requirements on D suggest that there might
be an intermediate range of values for the diffusion constant
that allows for a sharp interface, but also raises the suspicion
that this range may be very small and requires some fine-
tuning. This, however, is not the case: the fact that k is
strongly dependent on bl (whereas ‘ does not depend on bl at
all), and that ‘ strongly depends on k (whereas k does not)
means that the range of allowed values of D can be set as large
as needed.
In Text S1, we develop an approximate analytical expres-

sion for the mRNA profile in terms of the various parameters
and the ‘‘input’’ profiles am(x) and al(x) (Figure S1). There are
two lessons to be learned from this exercise. First, the
interface established by the mRNA–miRNA interaction is
effectively impermeable to miRNA diffusion in the strong-
interaction limit. The system thus separates into two parts
which—in steady state—do not exchange molecules between

Figure 1. Sharpening the Target Expression Pattern

(A) Transcription profiles of a miRNA (red) and its target (green). Functional expressions and parameter values are given in Methods, unless otherwise
noted.
(B) Steady-state concentration of target mRNA (green) and cognate miRNA (red). Regulation by immobile miRNAs (in which the diffusion constant is D¼
0) removes residual mRNAs from the right domain, creating a sharp boundary near the center of the tissue. Here, the miRNA–mRNA interaction
parameter is k ¼ 1.
(C) Mobility of miRNA (D ¼ 0.01) further sharpens this boundary by inducing an interface between domains of gene expression (blue box).
(D–F) Steady-state concentration of mRNA (green level) for a two-dimensional generalization of the model, in which diffusion occurs equally in both
directions and transcription rates do not vary along the vertical axis. Parameter values of (D–F) correspond, respectively, to those in (A–C).
(G) Strong miRNA diffusion (D increased 100-fold) smoothens the interface between the domains, but does not affect the interface position.
(H) The interface structure is unaffected by increasing both the miRNA-mRNA interaction k and the diffusion constant D 100-fold with respect to (C) and
(F).
doi: 10.1371/journal.pcbi.0030233.g001
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interaction limit, described above (and in Equation S1 in Text
S1). In general, one expects that diffusion makes the miRNA
profile more homogeneous, and this is confirmed by exact
numerical solution of the model, as shown in Figure 1C.
Surprisingly, however, the mRNA profile does not become
smoother. In fact, Figures 1C and 1F show that this profile
actually develops a sharper drop from high to low mRNA
levels than there was in the absence of diffusion. More
specifically, miRNA diffusion creates an interface between
high and negligible target expression. Increasing diffusion
moves the interface deeper into the mRNA-rich region and
thereby accentuates the drop in mRNA levels across the
interface. Although some miRNA diffusion is required to
establish a sharp interface in the mRNA profile, the diffusion
constant cannot be too large. As Figure 1G demonstrates,
increasing the diffusion constant may result in smoothing the
interface. A corresponding increase in the interaction
strength, k, can compensate for the increased diffusion,
regaining the interface sharpness (Figure 1H). We will
quantify these observations below.

Diffusing miRNAs can find themselves in one of two very
different regions. In the miRNA-rich region (including the
region to the right of the point where the transcription
profiles are equal), miRNA decay occurs mainly via processes
independent of their interaction with the target. In this
region, our model boils down to a simple diffusion process
accompanied by linear decay. Such processes are character-
ized by a length scale, denoted by k, which essentially
measures how far a miRNA can travel (due to diffusion)
before being consumed (by independent degradation). It is
thus an increasing function of the diffusion constant D, but a
decreasing function of the independent decay rate bl. On the
other hand, in the mRNA-rich region, a miRNA decays
mainly via co-degradation with its target. In this region,
miRNAs decay faster, and one expects them to be able to

travel over much shorter distances than in the miRNA-rich
region. In fact, diffusion in this region is characterized by
another, smaller, length scale, denoted by ‘, which again
increases with D, but is now a decreasing function of the
interaction strength, k. Explicit expressions for the two length
scales are given in Text S1 (Equations S5 and S6 in Text S1).
To obtain a sharp interface in the mRNA profile, miRNAs

should be able to travel from the miRNA-rich zone into the
mRNA-rich zone. This means that the first length scale, k,
should be of the same order as the tissue length. This, for
example, can be achieved if the diffusion constant D is large
enough. On the other hand, the vicinity of the interface is
governed by the other length scale, ‘. This length scale is what
determines the ‘‘width’’ of the interface, namely the number
of cells that exhibit intermediate levels of mRNA expression
(see blue box in Figure 1C). A sharp interface, therefore,
means a small value of ‘, and one way to achieve a small value
of ‘ is to make the diffusion constant D small enough. These
two contradicting requirements on D suggest that there might
be an intermediate range of values for the diffusion constant
that allows for a sharp interface, but also raises the suspicion
that this range may be very small and requires some fine-
tuning. This, however, is not the case: the fact that k is
strongly dependent on bl (whereas ‘ does not depend on bl at
all), and that ‘ strongly depends on k (whereas k does not)
means that the range of allowed values of D can be set as large
as needed.
In Text S1, we develop an approximate analytical expres-

sion for the mRNA profile in terms of the various parameters
and the ‘‘input’’ profiles am(x) and al(x) (Figure S1). There are
two lessons to be learned from this exercise. First, the
interface established by the mRNA–miRNA interaction is
effectively impermeable to miRNA diffusion in the strong-
interaction limit. The system thus separates into two parts
which—in steady state—do not exchange molecules between

Figure 1. Sharpening the Target Expression Pattern

(A) Transcription profiles of a miRNA (red) and its target (green). Functional expressions and parameter values are given in Methods, unless otherwise
noted.
(B) Steady-state concentration of target mRNA (green) and cognate miRNA (red). Regulation by immobile miRNAs (in which the diffusion constant is D¼
0) removes residual mRNAs from the right domain, creating a sharp boundary near the center of the tissue. Here, the miRNA–mRNA interaction
parameter is k ¼ 1.
(C) Mobility of miRNA (D ¼ 0.01) further sharpens this boundary by inducing an interface between domains of gene expression (blue box).
(D–F) Steady-state concentration of mRNA (green level) for a two-dimensional generalization of the model, in which diffusion occurs equally in both
directions and transcription rates do not vary along the vertical axis. Parameter values of (D–F) correspond, respectively, to those in (A–C).
(G) Strong miRNA diffusion (D increased 100-fold) smoothens the interface between the domains, but does not affect the interface position.
(H) The interface structure is unaffected by increasing both the miRNA-mRNA interaction k and the diffusion constant D 100-fold with respect to (C) and
(F).
doi: 10.1371/journal.pcbi.0030233.g001
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