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BENNETT MODEL

In the non-proofreading model of copying processes intro-
duced by Bennett [1], a copying enzyme synthesizes the com-
plementary polymer strand by incorporating the monomers
from the solution via a single kinetic step (Fig. S1A). The
copy process is described by three key parameters: the bind-
ing free energies of correct and incorrect monomers, ∆µc

and ∆µi, and the difference in the kinetic barriers, δ. Here,
we keep the difference between the binding free energies
(∆∆µci ≡ ∆µc − ∆µi) and the difference between the kinetic
barriers constant. For instance, in DNA replication, ∆∆µci

and δ are determined by the molecular properties of the nu-
cleotides and the polymerase. The error probability can be
modulated by changing nucleotide concentrations, which cor-
responds to changing ∆µc in the Bennett model. Thus, in the
Bennett model, η is evaluated as a function of ∆µc, and vice
versa. In the following, we derive the expressions of ∆µc(η),
λ(η), A(η) and Q(η). Using these expressions, we plot the
diagrams of η and Q as functions of δ and ∆µc (Fig. S1B-E).

The evolution of the probability P of the complementary

polymer can be described by the following master equation,

Ṗ(. . . c) =kc
f P(. . . ) + kc

r P(. . . cc) + ki
rP(. . . ci)

− (kc
f + ki

f + kc
r )P(. . . c),

Ṗ(. . . i) =ki
f P(. . . ) + kc

r P(. . . ic) + ki
rP(. . . ii)

− (kc
f + ki

f + ki
r)P(. . . i), (S1)

where the sequence of the complementary polymer is repre-
sented by (. . . ), (. . . c), (. . . i), and so on as in Fig. S1A.

Assuming that the error probability of each position of the
copy polymer is independent from the prior sequence, we
can make the following substitutions: P(. . . c) = P(. . . )P(c),
P(. . . ci) = P(. . . )P(c)P(i), and so forth. Then, at steady state,
eq. S1 takes the form

kc
f + kc

r P(c)2 + ki
rP(c)P(i) − (kc

f + ki
f + kc

r )P(c) = 0

ki
f + kc

r P(c)P(i) + ki
rP(i)2 − (kc

f + ki
f + ki

r)P(i) = 0.

By rearranging the above equations, we can write the error
probability, η, as

η = P(i) =
〈Ji〉

〈Ji〉 + 〈Jc〉
=

ki
f − ηki

r

ki
f − ηki

r + kc
f − (1 − η)kc

r
, (S2)

where 〈Jc〉 and 〈Ji〉 are defined as the average reaction cur-
rents for correct and incorrect monomers, respectively,

〈Jc〉 = kc
f − (1 − η)kc

r

〈Ji〉 = ki
f − ηki

r. (S3)

Essentially, we have transformed the dynamics along the tree
structure (Fig S1A) into a Markov process. The equivalence of
the expressions of η from eq. S1 and eq. S2 has been shown for
the double-cyclic reversible 3-state nework model in ref. [2].
More general treatment of the dynamics that occur along tree
structures can be found in refs. [3–5]. In the present work, the
main conclusions pertaining to η (andQ) are further supported
by explicit simulations of the master equation representation
(Fig. 2B,C and Fig. 4C,D)

At the detailed balance (DB) condition, no current should
flow through both pathways associated with correct and in-
correct monomer incorporations, i.e., 〈Jc〉 = 0 and 〈Ji〉 = 0;

βAc = ln
(

kc
f

(1−η)kc
r

)
= 0 and βAi = ln

(
ki

f

ηki
r

)
= 0, which leads to

1 − ηeq =

kc
f

kc
r


eq
≡ e−β∆µc,eq (S4)
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FIG. S1. The reaction kinetics of a non-proofreading copying sys-
tem generalizing Bennett model. (A) (Left) The schematic of the
copy polymer elongation. The (. . . ) represents the previously syn-
thesized copy polymer. (Right) The schematic of the free energy
profile of monomer incorporation. The free energies of incorpo-
rating correct and incorrect monomers are β∆µc = − ln (kc

f /k
c
r ) and

β∆µi = − ln (ki
f /k

i
r), respectively. The incorporation of the correct

monomer occurs faster than that of the incorrect monomer, as de-
scribed by the parameter βδ = ln (kc

f /k
i
f ) > 0. (B) The error prob-

ability (η) and (C) Q as functions of the chemical potential bias for
different values of the kinetic discrimination parameter (βδ), where
e−β(∆µc−∆µi) = 10. The curves in (C) for various βδ values are color-
coded identically as those in (B). The dashed curves in (D) and (E)
are also color-coded identically as those in (B). In (C), the physical
limit of βQ = 2 is marked with a dashed line. Diagrams of (D) η and
(E) βQ as a function of eβδ and −β(∆µc − ∆µc,eq).

and

ηeq =

ki
f

ki
r


eq

≡ e−β∆µi,eq (S5)

We note that in order for ηeq to be in the range of 0 < ηeq < 1,
β∆µc,eq and β∆µi,eq should be positive, meaning that chemical
potential bias of monomer incorporation is positive (uphill).

Then, by taking the ratio between eqs. S4 and S5, we obtain

ηeq =
1

1 + e−β∆∆µci
. (S6)

where ∆∆µci = ∆µc,eq−∆µi,eq. At the limit of strongly forward
driven reactions, i.e., kc

f � (1 − η)kc
r and ki

f � ηki
r, eq. S2 is

led to

η→ ki
f /(k

i
f + kc

f ) = 1/(1 + eβδ) ≡ η0. (S7)

Next, we can write eq. S2 as

η =
ki

f /k
i
r − η

ki
f /k

i
r − η + (kc

r/ki
r)

(
kc

f /k
c
r − (1 − η)

)
=

e−β∆µi − η(
e−β∆µi − η

)
+ e−β(∆∆µci−δ)

(
e−β∆µc − (1 − η)

) (S8)

where kc
r/k

i
r = e−β(∆∆µci−δ) was used. After some rearrange-

ments, we can express ∆µc as a function of η, η0, and ηeq as
follows

−β∆µc = ln
η(1 − η)(ηeq − η0)

(η − η0)ηeq
. (S9)

Next,A can be written as

βA(η) =
1

〈Jc〉 + 〈Ji〉

〈Jc〉 ln
kc

f

(1 − η)kc
r

+ 〈Ji〉 ln
ki

f

ηki
r


= (1 − η) ln

kc
f

(1 − η)kc
r

+ η ln
ki

f

ηki
r

= −β
[
(1 − η)∆µc + η∆µi

]︸                        ︷︷                        ︸
=−β∆µ

+
[
−(1 − η) ln (1 − η) − η ln η

]︸                              ︷︷                              ︸
=I

= η ln
ηeq(1 − η)
η(1 − ηeq)

+ ln
η(ηeq − η0)
ηeq(η − η0)

. (S10)

As expected, limη→ηeq βA(η) = 0 and limη→η0 βA(η) = ∞,
which means that η approaches ηeq and η0 at the zero and in-
finite dissipation limits, respectively.

Importantly, A can be decomposed into two contributions
(eq. S10): −β∆µ is the free energy gain after the monomer
incorporation, and I is the Shannon information entropy aris-
ing from the chance of incorporating correct (c) and incorrect
(i) monomers to the copy strand. The information (I) is max-
imized to I = ln 2 when the odds of incorporating the cor-
rect and incorrect monomers is identical (η = 1/2), whereas
I = 0 if only the correct or incorrect monomers are incorpo-
rated. This implies that as long as the chemical potential of
monomers in solution is constantly maintained, the process
near the DB condition (βA = −β∆µ + I & 0) can still be
driven by the entropy I(≥ β∆µ) even if the polymerization is
energetically uphill (∆µ > 0) [1].
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The Fano factor λ can be calculated as

λ(η) =
〈(δJc)2〉 + 〈(δJi)2〉

〈Jc〉 + 〈Ji〉

=
(ki

f + ηki
r) + (kc

f + (1 − η)kc
r )

(ki
f − ηki

r) + (kc
f − (1 − η)kc

r )

=

(
ki

f /k
i
r + η

)
+ (kc

r/k
i
r)

(
kc

f /k
c
r + (1 − η)

)
(
ki

f /k
i
r − η

)
+ (kc

r/ki
r)

(
kc

f /k
c
r − (1 − η)

)
=

(
e−β∆µi + η

)
+ e−β(∆∆µci−δ)

(
e−β∆µc + (1 − η)

)
(
e−β∆µi − η

)
+ e−β(∆∆µci−δ)

(
e−β∆µc − (1 − η)

)
=

2(ηeq − η0)η2 + (η0 + η2
0 − 2ηeq)η + (1 − η0)η0ηeq

η0(1 − η0)(η − ηeq)
.

(S11)

Q(η) evaluated using the expression of A(η) and λ(η), i.e.,
Q(η) = A(η)λ(η), quantifies the translational efficiency of
the copying enzyme along the template polymer [6, 7]. For
strongly driven systems (A � 0), all the curves of Q(A) with
different values of δ converge (Fig. S1C). However, near the
DB condition, where I contributes significantly toA, Q shows
complex dependence on δ.

At the DB condition,

βQ(ηeq) = 2 +
(ηeq − η0)2

(1 − η0)η0
≥ 2. (S12)

Thus, the lower bound 2 kBT is attained at the DB condition
when ηeq = η0.
Q can also approach its lower bound 2 kBT at the limiting

condition of βδ � 1. At this limit, only correct monomers are
incorporated into the copy polymer (〈Ji〉 = 0), which leads to

Q = A
〈(δJc)2〉

〈Jc〉
= A

kc
f + kc

r

kc
f − kc

r
= A

eβA + 1
eβA − 1

≥ 2 kBT, (S13)

and limA→0,δ→∞ Q = 2 kBT . The two limiting scenarios at
which Q approaches 2 kBT can be seen in Fig. S1E.

MICHAELIS-MENTEN REACTIONS

We provide conditions at which Q has a local minimum
with respect to substrate concentration ([S ]) in reversible MM
reactions shown in Fig. S2A. First, the affinity (A),

βA([S ]) = ln
(

konkcat[S ]
koffkrev[P]

)
, (S14)

is a strictly increasing function of [S]. Next, the Fano factor
(λ) as a function of [S] is given by

λ([S ]) =
konkcat[S ] + koffkrev[P] − 2

(
konkcat[S ]−koffkrev[P]

kon[S ]+koff+kcat+krev[P]

)2

konkcat[S ] − koffkrev[P]
(S15)

=
eβA + 1
eβA − 1

− 2
γ2

(
eβA − 1

)
(
γ2 + γξ + eβA

)2 , (S16)

where γ =
kcat√

koffkrev[P]
and ξ =

koff+krev[P]
√

koffkrev[P]
are dimensionless con-

stants. λ has a local minimum only when γ > 1, or equiv-
alently, when kcat >

√
koffkrev[P]. At the limit of a strongly

driven catalytic step (kcat � krev[P]), the expression for λ sim-
plifies to

λ([S ]) ≈ 1 −
2kcat[S ]

kon([S ] + Km)2 , (S17)

which is minimized at [S ] = Km with Km = (koff + kcat)/kon
(Fig. S2B).

Since A is monotonic with [S], a local minimum of
Q([S]) = A([S])λ([S]) can only occur near to that of λ([S]).
Using this, we numerically determined the range of γ and ξ
values at which Q([S]) has a local minimum away from the
DB condition. For any ξ, there exists a γ above which Q[S]
is non-monotonic (Fig. S2B). Thus, when kcat � krev[P] and
kcat is sufficiently larger than

√
koffkrev[P], Q([S]) has a local

minimum around [S] ≈ Km.

MATHEMATICAL EXPRESSIONS OF η ANDA

Here, we provide the details of obtaining η and Q in the
main text. A more mathematically rigorous treatment on the
subject can be found in ref. [8].

In the following, without loss of generality, we will de-
fine the error probability (η) and affinity (A) of copy pro-
cesses by referring to the kinetic mechanism of mRNA trans-
lation. To begin, consider the ribosome at position l of the
mRNA sequence, decoding a specific codon type. For each
amino acid type a, there exists a set T l

a, of associated aa-
tRNAs, each of which represents a separate kinetic path of
incorporating a into the protein. If the codon at position l
is GGG, amino acids Gly, Ala, Arg, Glu, Trp, and Val can
be polymerized, with the following set of associated tRNAs:
T l

Gly = {tRNAGly
1 , tRNAGly

2 , tRNAGly
3 }, T l

Ala = {tRNAAla
1B },

T l
Arg = {tRNAArg

3 , tRNAArg
5 }, T l

Glu = {tRNAGlu
2 }, T l

Trp =

{tRNATrp}, and T l
Val = {tRNAVal

1 } (Fig. S7).
At steady state, we assume that, ηl

a, the probability of incor-
porating amino acid a at position l, where the codon is speci-
fied, is given by

ηl
a =

∑
t∈T l

a
〈Jl,pol

a,t 〉∑
α∈{aa}

∑
t∈T l

α
〈Jl,pol
α,t 〉

, (S18)

where {aa} is the set of all amino acids, and 〈Jl,pol
a,t 〉 is the poly-

merization current of aa-tRNA t.
Next, we define the affinity associated with polymerization

using the previously discussed example of Gly incorporation
at codon GGG. The polymerization affinity of Gly along the
cognate kinetic path associated with Gly-tRNAGly

1 is

βA
l,pol
Gly,Gly1 = −β∆µ

l,pol
Gly,Gly1 − ln (ηl

Gly), (S19)
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FIG. S2. Michaelis-menten type enzyme kinetics. (A) Schematic of MM type enzyme kinetics. (B) The minimum Fano factor with respect to
[S] (λmin) plotted against dimensionless constants γ = kcat√

koffkrev[P]
and ξ =

koff+krev[P]
√

koffkrev[P]
. To the left (resp. right) of the black curve, Q is monotonic

(resp. non-monotonic). (C) Q plotted as a function of [S] normalized by Km =
koff+kcat

kon
. The corresponding γ and ξ values are shown in (B) by

the star symbols with the matching color. The dotted line demarcates the lower bound Q = 2kBT . The kinetic rate constants used for the plots
are as follows: Green: kon = 108 M−1 s−1, koff = 30 s−1, kcat = 103 s−1, krev[P] = 6.9 s−1; Blue: kon = 108 M−1 s−1, koff = 10 s−1, kcat = 30 s−1,
krev[P] = 6.2 × 10−1 s−1; Purple: kon = 108 M−1 s−1, koff = 50 s−1, kcat = 10 s−1, krev[P] = 4.1 × 10−2 s−1.

where −β∆µ
l,pol
Gly,Gly1 = ln

(
kon[C]krec, f kC

hyd, f kC
pol

koffkC
rec,rkC

hyd,rkC
dep

)
, and [C]

represents the concentration of the ternary complex
(Gly-tRNAGly

1 )-(EF-Tu)-GTP (Fig. 3B) The term ln (ηl
Gly) is

required to account for the fact that Gly can be depolymerized
at position l only ηl

Gly fraction of the time. Similarly, the
affinity of incorporating Gly along the near-cognate kinetic
path associated with Gly-tRNAGly

3 is

βA
l,pol
Gly,Gly3 = −β∆µ

l,pol
Gly,Gly3 − ln (ηl

Gly), (S20)

where −β∆µ
l,pol
Gly,Gly3 = ln

(
kon[NC]krec, f kNC

hyd, f kNC
pol

koffkNC
rec,rkNC

hyd,rkNC
dep

)
, and [NC] =

[(Gly-tRNAGly
3 )-(EF-Tu)-GTP]. Generally, we denote the

polymerization affinity of amino acid a associated with aa-
tRNA t byAl,pol

a,t .
Next, we let 〈Jl,fut

a,t 〉 and ∆µl,fut
a,t be the current and affinity

of the futile cycle within the incorporation path of aa-tRNA t
associated with amino acid a. Denoting the net polymeriza-
tion flux by 〈Jl,pol〉

(
=

∑
a∈{aa}

∑
t∈T l

a
〈Jl,pol

a,t 〉
)
, we can write the

affinity of mRNA translation at position l as

βAl =−β
∑

a∈{aa}

∑
t∈T l

a

 〈Jl,pol
a,t 〉

〈Jl,pol〉
∆µ

l,pol
a,t +

〈Jl,fut
a,t 〉

〈Jl,pol〉
∆µl,fut

a,t

︸                                                   ︷︷                                                   ︸
=−β∆µ

−
∑

a∈{aa}

ηl
a ln ηl

a︸           ︷︷           ︸
=I

. (S21)

For the Bennett model, which involves two types of
monomers, with one incorporation pathway each, without any
futile cycles, we recover eq. S10. To estimate I in the extended
model of translation (Fig. 4), we sum the Shannon-entropy of
each position l along the protein sequence.

COMPUTATION OF η AND Q

We will work through the process of calculating η and Q in
the T7 DNA polymerase model, for which we apply Koza’s
method of calculating currents and fluctuations in kinetic net-
works [9]. To simplify the notation, we will relabel the states
in Fig. 2A by indices 1 through 5; i.e., E(1) → 1, c(2) → 2,
c(3) → 3, i(2) → 4, and i(3) → 5. Additionally, we will relabel
the rate constants so that kµ,ν represents the rate of the reac-
tion from state µ to ν; i.e., k1,2 = kc

on[dNTP], k2,3 = kc
conf, and

so forth. Here, the depolymerization rate constants are set to
k1,3 = (1 − η)kc

dep and k1,5 = ηki
dep.

To begin, we will compute the current of correct nu-
cleotide incorporation 〈Jc

pol〉. For the i-th chemical state (i ∈
{1, 2, . . . ,N}, where N = 5 ) at time t, let µ(t) ≡ i + N × nc(t)
be the generalized state of the system after completing nc(t)
correct nucleotide incorporation cycles. Then, let P(µ, t) be
the probability of the system to be in state µ at time t. The
time evolution of P(µ, t) is given by

∂P(µ, t)
∂t

=
∑
ξ

[
kµ−ξ,µP(µ − ξ, t) − kµ,µ−ξP(µ, t)

]
, (S22)

where the index ξ runs through all states one reaction away
from state µ. Here, the periodicity of the network model con-
strains the rate constants so that kµ,ν = ki, j for µ = i (mod N)
and ν = j (mod N). Following ref. [9], we define P j(µ, t) as

P j(µ, t) ≡ P(µ, t)δN
µ, j, (S23)

where

δN
µ, j =

1, if j = µ (mod N)
0, otherwise,

for j ∈ {1, 2, . . . ,N}. By multiplying δN
µ, j to both sides of
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eq. S22 and using the equality δN
µ, j = δN

µ−ξ, j−ξ, we get

∂P j(µ, t)
∂t

=
∑
ξ

[
k j−ξ, jP j−ξ(µ − ξ, t) − k j, j−ξP j(µ, t)

]
. (S24)

To derive the expression of 〈Jc
pol〉 as a function of the rate

constants, we define the generating function

Gc
j(z, t) ≡

∞∑
µ=−∞

ezXµP j(µ, t), (S25)

where Xµ is the coordinate for the correct nucleotide incorpo-
ration cycle at state µ. Then, the time derivative of the gener-
ating function can be written as

∂Gc
j(z, t)

∂t
=

N∑
i=1

Γc
i, j(z)Gc

i (z, t), (S26)

where the matrix Γc(z) is defined as

Γc
i, j(z) =

ki, jezdi, j , if i , j
−

∑N
m=1(,i) ki,m, if i = j,

and also shown in the matrix form below

Γc(z) =



−
(
kc

on[dNTP] + ki
on[dNTP] + kc

dep(1 − η) + ki
depη

)
kc

on[dNTP] kc
dep(1 − η)e−z ki

on[dNTP] ki
depη

kc
off

−
(
kc

off
+ kc

conf, f

)
kc

conf, f 0 0

kc
pole

z kc
conf,r −

(
kc

pol + kc
conf,r

)
0 0

ki
off

0 0 −
(
ki

off
+ ki

conf, f

)
ki

conf, f

ki
pol 0 0 ki

conf,r −
(
ki

pol + ki
conf,r

)


(S27)

For the computation of 〈Jc
pol〉, di, j is defined as

di, j =


1, if i = 3 and j = 1
−1, if i = 1 and j = 3
0, otherwise.

(S28)

Next, we define Gc(z, t) ≡
∑N

i=1 G
c
i (z, t) and denote the co-

ordinate of the correct incorporation cycle by Xc(t). Then, it
can be shown that

〈Jc
pol〉 = lim

t→∞

〈Xc(t)〉
t

= lim
t→∞

∂zG
c(z, t)|z=0

t
= ∂zΛ

c
0(z)|z=0,

(S29)

and

〈 (
δJc

pol

)2 〉
= lim

t→∞

〈(Xc(t))2〉 − 〈Xc(t)〉2

t

= lim
t→∞

∂2
zG

c(z, t)|z=0 − (∂zG
c(z, t)|z=0)2

t
= ∂2

z Λc
0(z)|z=0, (S30)

where Λc
0(z) denotes the maximum eigenvalue of the matrix

Γc(z). Now, let Cn(z) denote the coefficients of the characteris-
tic polynomial of Γc(z) (i.e.,

∑N
n=0 Cn(z)Λc

0(z)n = 0). Then, we

can write the following expressions for 〈Jc
pol〉 and 〈(δJc

pol)
2〉,

〈Jc
pol〉 =

(
Λc

0

)′
= −

C′0
C1
, (S31)

〈(δJc
pol)

2〉 =
(
Λc

0

)′′
= −

C′′0 + 2C′1(Λc
0)′ + 2C2

(
(Λc

0)′
)2

C1
.

(S32)

where ′ denotes the derivative with respect to z evaluated at
z = 0, and C1 and C2 are evaluated at z = 0. We can analo-
gously compute the current of incorrect monomer incorpora-
tion, 〈Ji

pol〉, by constructing the corresponding matrix Γi(z), in
which the non-diagonal entries of k5,1 and k1,5 are multiplied
by ez and e−z, respectively. Since k1,3 and k1,5 are functions of
η, 〈Jc

pol〉 and 〈Ji
pol〉 are functions of η. Thus, we can solve for

η by the equality

η =
〈Ji

pol〉

〈Ji
pol〉 + 〈J

c
pol〉

. (S33)

After we obtain the numerical expression of η, we can con-
struct the matrix Γ(z) to calculate the total flux 〈Jpol〉 =

〈Jc
pol〉+ 〈J

i
pol〉 and its fluctuation 〈(δJpol)2〉. With known values

of η and 〈Jpol〉, the affinity of replication (A ) can be computed
by eq. S21. In sum, we have demonstrated how to calculate
Q = A〈(δJpol)2〉/〈Jpol〉 for the T7 DNA polymerase model.

We can calculate η and Q of the simplified ribosome model
in a similar way. To obtain 〈JC

pol〉 as a function of η, we con-
struct the corresponding matrix ΓC(z), in which we multiply
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the non-diagonal entries corresponding to kC
pol, f and kC

pol,r by
ez and e−z, respectively. The expression for 〈JNC

pol 〉 is obtained
analogously, by constructing the corresponding matrix ΓNC(z).
After solving for the numerical value of the error probability,
we can calculate the total polymerization rate 〈Jpol〉 and its
fluctuation 〈(δJpol)2〉 by constructing the corresponding ma-
trix Γ(z). When computing the affinity, we must also include
the contribution from the futile cycle fluxes. To calculate the
futile cycle current 〈Jfut〉, we construct the corresponding ma-
trix Γfut(z), in which we multiply the non-diagonal entries cor-
responding to kC

PR, f , kNC
PR, f , kC

PR,r and kNC
PR,r by ez, ez, e−z and e−z,

respectively. Finally, the affinity of translation can be com-
puted by eq. S21.

STOCHASTIC SIMULATION OF DNA REPLICATION

We simulated the replication of the first 300 base pairs of
the T7 DNA polymerase gene sequence at the single molecule
level, with Gillespie’s algorithm [10]. The simulation starts
with the polymerase in the apo state at the beginning of the
gene sequence. The only reactions available at this state are
the binding reactions of the 4 dNTPs, which are assumed to
be at equal concentrations. After the binding of a dNTP, the
simulation trajectories are generated based on the kinetic net-
work shown in Fig. 2A. After each polymerization reaction,
the polymerase translocates on the DNA and reads the next
nucleotide. The simulation is terminated when the 300th nu-
cleotide of the gene sequence is polymerized.

The dynamics of DNA replication simulations are studied
using the ensemble of trajectories generated. The total num-
ber of steps (Nrep) in completing the replication of the DNA
sequence varies from one realization to another. Selecting the
completion time of replication (T ) as the output observable
for each realization, we define TUR of replication as

Q =
[
−∆µ + β−1I

] 〈(δT )2〉

〈T 〉2
, (S34)

where the dissipation has contributions from the free energy
drive (∆µ) and Shannon-entropy (I). Denoting the forward
and reverse rate constants of each kinetic step by ki, f and ki,r

for i = 1, . . . ,Nrep, we can compute the average free energy
drive by −β∆µ = 〈

∑Nrep

i=1 ln ki, f

ki,r
〉, where 〈. . .〉 denotes the aver-

age over the ensemble of 104 realizations. The entropic contri-
bution is computed as I = −

∑300
l=1

∑4
idNTP=1 η

l
idNTP

ln ηl
idNTP

, where
ηl

idNTP
is the probability of incorporating one of the 4 types of

dNTPs, at the l-th position.

MODEL OF TRANSLATION

We provide more details on the model of translation by
the ribosome in Fig. 3. Our model is a modified version of
that from Rudorf et. al. [11], in which we combine all lin-
ear chains of consecutive and irreversible reactions into single

reactions. For instance, consider two consecutive and irre-
versible reactions (1) → (2) and (2) → (3), with respective
rate constants k12 and k23, defined among three states (1), (2)
and (3). If there are no other reactions associated with the
state (2), we remove the state (2), and define a new reaction
(1)→ (3) with the rate constant k−1

13 ≡ k−1
12 + k−1

23 .
To calculate the entropy productions, we defined reverse

rate constants for all reactions, which were constrained by the
affinity of the corresponding kinetic cycle. We assumed that
affinities of the parallel kinetic cycles for the cognate and near-
cognate aa-tRNAs were identical. The affinity of the futile
cycle (∆µfut) comes from GTP hydrolysis, which dissipates ≈
20 kBT [12]. Therefore, we applied the following constraints,
where −β∆µfut = 20.

ln

kon[C]krec, f kC
hyd, f k

C
PR, f

koffkC
rec,rkC

hyd,rk
C
PR,r[C

′]

 = −β∆µfut, (S35)

ln

kon[NC]krec, f kNC
hyd, f k

NC
PR, f

koffkNC
rec,rkNC

hyd,rk
NC
PR,r[NC′]

 = −β∆µfut. (S36)

The affinity involved with polymerization (∆µpol) can be es-
timated as the sum of the free energies of GTP hydrolysis,
peptide bond formation, and the cleavage of the ester bond
between the tRNA and the amino acid. The hydrolysis of the
GTP molecule incurs the dissipation of ≈ 20 kBT . Conversely,
each peptide bond synthesized stores ≈ 5 kBT of free energy
[13]. The standard free energy of the ester bond between the
amino acid and the tRNA is ≈ 12 kBT [12, 14]. Since the ratio
of charged to uncharged tRNAs is ≈ 10 fold [15], the net free
energy of the ester bond between the amino acid and tRNA is
≈ 15 kBT . Then, −β∆µpol ≈ 30, which gives the following
constraints

ln

kon[C]krec, f kC
hyd, f k

C
pol

koffkC
rec,rkC

hyd,rk
C
dep

 = −β∆µpol, (S37)

ln

kon[NC]krec, f kNC
hyd, f k

NC
pol

koffkNC
rec,rkNC

hyd,rk
NC
dep

 = −β∆µpol. (S38)

The terms kC
dep and kNC

dep implicitly take into account the con-
centration of tRNA and (EF-Tu)-GDP, which detach during
the final polymerization step. In order to fully constrain all
the rate constants, we set kC

hyd,r = 10−3kC
hyd, f and kNC

hyd,r =

10−3kNC
hyd, f . Modest changes to these affinity related constraints

(eqs S35-S38) do not affect the qualitative conclusions of our
work.

CALCULATION OF THE TERNARY COMPLEX
CONCENTRATION

The ternary complex concentration was modeled as a func-
tion of the concentration of its components, aa-tRNA, EF-Tu,
GTP, and GDP. First, EF-Tu binds with GTP and GDP to
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form (EF-Tu)-GTP and (EF-Tu)-GDP, respectively. Then, aa-
tRNA binds with (EF-Tu)-GTP and (EF-Tu)-GDP to form (aa-
tRNA)-(EF-Tu)-GTP and (aa-tRNA)-(EF-Tu)-GDP, respec-
tively [16]. Here, (aa-tRNA)-(EF-Tu)-GTP and (aa-tRNA)-
(EF-Tu)-GDP represent the combined total of all the respec-
tive 42 individual ternary complexes. Assuming equilibrium,
we can write the following equalities,

[(aa-tRNA)-(EF-Tu)-GTP] =
[aa-tRNA][(EF-Tu)-GTP]

KaaGTP
,

(S39)

[(aa-tRNA)-(EF-Tu)-GDP] =
[aa-tRNA][(EF-Tu)-GDP]

KaaGDP
,

(S40)

[(EF-Tu)-(GTP)] =
[EF-Tu][GTP]

KGTP
, (S41)

[(EF-Tu)-(GDP)] =
[EF-Tu][GDP]

KGDP
, (S42)

where the respective dissociation constants are set to
KaaGTP = 10−1 µM [16], KaaGDP = 14 µM [16], KGTP =

6 × 10−2 µM [17], and KGDP = 10−3 µM [17]. Us-
ing eqs. S39-S42, we can solve for the concentra-
tion of all chemical species given the total [EF-Tu],
[aa-tRNA], [GTP], and [GDP]. Unless specified other-
wise, all the ribosome model plots (Fig. 3 and Fig. 4)
are made at the cellular condition, with [EF-Tu] =

250 µM [18], [aa-tRNA] ≈ 200 µM [19], [GTP] =

5000 µM [20], and [GDP] = 700 µM [20]. At the cellular
condition, the concentration of the GTP bound ternary com-
plex is [(aa-tRNA)-(EF-Tu)-GTP] ≈ [aa-tRNA] ≈ 200 µM.

Assuming that all species of aa-tRNA were bound to (EF-
Tu)-GTP and (EF-Tu)-GDP with equal binding constants
KaaGTP and KaaGDP, we computed the concentration of individ-
ual ternary complexes by referencing the measured concentra-
tion ratios among individual aa-tRNA species. For instance,
the concentration of the cognate ternary complexes of codon
UUU, which encodes for Phe, are

[C] =
[Phe-tRNAPhe]WT

[aa-tRNA]WT
[(aa-tRNA)-(EF-Tu)-GTP], (S43)

[C′] =
[Phe-tRNAPhe]WT

[aa-tRNA]WT
[(aa-tRNA)-(EF-Tu)-GDP], (S44)

where the subscript WT represents the cellular concentrations
obtained from ref. [19].

EXTENDED MODEL OF TRANSLATION

Excluding the three stop codons, there are 61 types of
codons encoding for 20 amino acids. For E. coli, the 43 types
of tRNAs were identified by Dong et. al [19]. Out of these,
the pairs Gly1-Gly2 and Ile1-Ile2 were not differentiated in
the concentration measurements. In our simulations, we as-
sumed that Gly1 and Gly2 (resp. Ile1 and Ile2) were each

[GTP] (M)

(M
)

[(aa-tRNA)-(EF-Tu)-GTP]
[(aa-tRNA)-(EF-Tu)-GDP]
[(EF-Tu)-GTP]
[(EF-Tu)-GDP]

[aa-tRNA] (M)

(M
)

A B

FIG. S3. The concentration of the components of the ternary
complex as functions of [aa-tRNA] and [GTP]. (A) The de-
pendence of [(aa-tRNA)-(EF-Tu)-GTP], [(aa-tRNA)-(EF-Tu)-GDP],
[(EF-Tu)-GTP], and [(EF-Tu)-GDP] on [aa-tRNA], where [GTP]
was fixed at 5 mM. (B) The dependence of [(aa-tRNA)-(EF-Tu)-
GTP], [(aa-tRNA)-(EF-Tu)-GDP], [(EF-Tu)-GTP], and [(EF-Tu)-
GDP] on [GTP], where [aa-tRNA] was fixed at ≈ 0.2mM. The curves
are color-coded identically as those in (A). For both plots, we as-
sumed cellular levels of [GDP](=0.7 mM) and [EF-TU](=0.25 mM),
and used equilibrium dissociation constants as described in the SI
text.

present in the cellular milieu at half of the measured concen-
tration of the Gly1-Gly2 pair (resp. Ile1-Ile2 pair). We re-
moved the seleno-cysteine carrying tRNA from the analysis,
since it is low in concentration, and it is incorporated into the
polypeptide through a different kinetic scheme from the rest
of the aa-tRNAs. Overall, we included total 42 types of aa-
tRNAs in the extended translation model, with measurements
from E. coli dividing every ≈ 86 minutes [19]. The cog-
nate, near-cognate, and non-cognate groupings of aa-tRNAs
for each codon is shown in Fig. S7.

mRNA translation by the ribosome at the single molecule
level is simulated with Gillespie’s algorithm [10]. The sim-
ulation starts with the ribosome in the apo state at the start
codon. The only reactions available at this state are the bind-
ings of the 42 aa-tRNAs, the concentrations of which were
taken from Dong et. al. [19]. After the binding of an aa-
tRNA, the simulation trajectories were generated on the ki-
netic network shown in Fig. 3B. After each polymerization re-
action, the ribosome reads the next codon, translocating along
the mRNA. The simulation is terminated when the ribosome
completes the translation of the last codon.

HOPFIELD MODEL

We provide more details on the modified Hopfield model
[21]. The reaction cycle of the Hopfield model is composed
of substrate binding (E + C 
 EC and E + I 
 EI), fol-
lowed by the effectively irreversible steps of ATP hydrolysis
(EC 
 EC∗ and EI 
 EI∗) and polymerization (EC∗ 
 E
and EI∗ 
 E) (Fig. S4). At states EC∗ and EI∗, the sub-
strate can also dissociate through the proofreading reaction
(PR, EC∗ 
 E + C and EI∗ 
 E + I), which is also effec-
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tively irreversible.
In the original formulation of the Hopfield model, the for-

ward kinetic rate constants of correct and incorrect pathways
were identical. In our modified version, the forward constants
satisfy the following relations

eβδ =
kc

on

ki
on

=
kc

hyd, f

ki
hyd, f

=
kc

pol

ki
pol

=
kc

PR,r

ki
PR,r

, (S45)

with βδ > 0. Next, to allow for error reduction by proofread-
ing, we set the forward kinetic rates so that kc

pol � kc
hyd, f �

kc
on. Finally, we constrained the reverse reaction rates so that

the affinities associated with the kinetic cycles are ∆µc
pol =

−20 kBT , and ∆µi
pol = ∆µc

fut = ∆µi
fut = −18 kBT . The rate

constants used to generate Fig. 5 and Fig. S9 are provided in
Table S3.

k
chyd,fki hyd

,f

kc hyd
,rk

ihyd,r

kipol

kidep
kcpol

kcdep

kiPR,r
ki PR, f

k cPR,r

k cPR, f

k ioff

k ion kcon
kcoff

E

EC

EC*

EI

EI*

FIG. S4. Schematic of the modified Hopfield model [21].
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[dNTP]

⟨J p
ol⟩

(nt
/s)

[dNTP] (M)

λ

A B C

[dNTP] (M) [dNTP] (M)
FIG. S5. Dynamical properties of the exonuclease-deficient T7 DNA polymerase, obtained at identical conditions as in Fig. 2. (A) The
reaction current (〈Jpol〉), (B) Fano factor of the reaction current (λ), and (C) the affinity (A) are plotted against [dNTP].

⟨J p
ol⟩

(aa
/s)

λη

GGU
GAU
CUG
CGA

[aa-tRNA] (M)

[GTP] (M)

⟨J p
ol⟩

(aa
/s)

λη

GGU
GAU
CUG
CGA

[aa-tRNA] (M)

[GTP] (M)

[aa-tRNA] (M)

[GTP] (M)

[aa-tRNA] (M)

[GTP] (M)

A C DB

E G HF

FIG. S6. Dynamical properties of mRNA translation by E. coli ribosome. (A) The error probability (η), (B) polymerization current (〈Jpol〉),
(C) Fano factor of the polymerization current (λ), and (D) affinity (A) plotted against [aa-tRNA], at identical conditions as in Fig. 3D. (E) The
error probability (η), (F) polymerization current (〈Jpol〉), (G) Fano factor of the polymerization current (λ), and (H) affinity (A) plotted against
[GTP], at identical conditions as in Fig. 3E. For all plots, the dashed black line represents the cellular condition in E. coli.
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cognate

(μM)

near-cognate
non-cognate

(μM)

FIG. S7. (Left) The groupings of cognate (red), near-cognate (blue), and non-cognate (green) aa-tRNAs for each codon [11]. (Right) The
sum of the concentration of the cognate (red) and near-cognate (blue) aa-tRNA species, plotted for each codon [19].
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κ

⟨J p
ol⟩

(aa
/s)

η
κ κ

κrec
κPR

κbind

κpol

κhyd

A B C

FIG. S8. Dynamical properties of mRNA translation by the E. coli ribosome with respect to perturbations to the wild type rate constants.
(A) The polymerization current (〈Jpol〉), (B) the error probability (η), and (C) Q as functions of κbind, κrec, κhyd, κPR, and κpol. The perturbative
parameters κbind, κrec, κhyd, κPR, and κpol were each multiplied to the reactions associated with binding, codon-recognition, GTP-hydrolysis,
proofreading, and polymerization, respectively. The black dashed lines represent the wild type condition for the codon UUU.

BA

κPR κPR κPR κPR κPR

η

⟨J p
ol⟩

/kc po
l

λ

βδ = 0
βδ = ln 10

C D E

FIG. S9. Dynamical properties of the modified Hopfield model with kinetic discrimination. (A) The error probability (η), (B) normalized
polymerization current (〈Jpol〉/kc

pol), (C) affinity (A), (D) Fano factor (λ), and (E) Q as functions of κPR. For (A)-(E) The perturbative parameter
κPR is multiplied to the rates kc

PR, f , ki
PR, f , kc

PR,r and ki
PR,r. The blue line presents the original Hopfield model with βδ = 0, and the orange line

represents the modified Hopfield model with kinetic discrimination, with βδ = ln 10. In (C), the orange and blue lines are nearly identical. The
rate constants used to make these plots are given in Table S3.
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TABLE S1. Rate constants for the T7 DNA polymerase, from ref.
[22]. The rate constants kc

dep and ki
dep are determined such that the

affinities of correct and incorrect monomer incorporations are 20 and
15 kBT , respectively, when [dNTP]=100 µM [23, 24]. The terms kc

dep

and ki
dep implicitly take into account the concentration of PPi which

detaches during the final polymerization step.

kc
on 102 µM−1 s−1

kc
conf, f 6.0 × 102 s−1

kc
pol 3.6 × 102 s−1

kc
off

2.8 × 103 s−1

kc
conf,r 1.6 s−1

kc
dep 10−3 s−1

ki
on 102 µM−1 s−1

ki
conf, f 2.2 × 102 s−1

ki
pol 3.0 × 10−1 s−1

ki
off

2.0 × 104 s−1

ki
conf,r 4.2 × 102 s−1

ki
dep 2.4 × 10−8 s−1

TABLE S2. Rate constants for the wild type E. coli ribosome, from
ref. [11]. The rate constants kC

PR,r, kC
dep, kNC

PR,r, and kNC
dep were deter-

mined from the constraints associated with the affinity of the kinetic
cycles at the wild type condition (eqs S35-S38).

kon 9.4 × 10 µM−1 s−1

koff 1.4 × 103 s−1

krec, f 2.1 × 103 s−1

kC
rec,r 2 s−1

kC
hyd, f 3.75 × 102 s−1

kC
hyd,r kC

hyd, f × 10−3

kC
PR, f 1 s−1

kC
pol 1.1 × 102 s−1

kNC
rec,r 2.7 × 103 s−1

kNC
hyd, f 4.9 s−1

kNC
hyd,r kNC

hyd, f × 10−3

kNC
PR, f 6 s−1

kNC
pol 2.7 × 10−1 s−1

TABLE S3. Rate constants for the Hopfield model with kinetic dis-
crimination, where −β∆µc = 2 and −β∆µi = 0. The parameters δ and
κPR are as defined in the main text.

kc
on 103 s−1

kc
off

kc
oneβ∆µc

kc
hyd, f 1 s−1

kc
hyd,r kc

hyd, f e
−10

kc
pol 10−3 s−1

kc
dep kc

pole
−8

kc
PR, f κPReβ∆µc s−1

kc
PR,r kc

PR, f e
−8−β∆µc

ki
on kc

one−βδ

ki
off

ki
oneβ∆µi

ki
hyd, f kc

hyd, f e
−βδ

ki
hyd,r ki

hyd, f e
−10

ki
pol kc

pole
−βδ

ki
dep ki

pole
−8

ki
PR, f κPRe−βδ+β∆µi s−1

ki
PR,r ki

PR, f e
−8−β∆µi s−1
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