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ABSTRACT. Given a convex setC ⊂ Rn and a setD ⊂ Rn ∼ C, the inequality
1
2nnωnVolume(D)n−1 ≤ Volume(∂D ∼ ∂C)n is called the relative isoperimetric
inequality. We prove this inequality in three cases: i) whenC andD are symmetric about
n − 1 mutually orthogonal vertical hyperplanes and∂D ∩ ∂C is a graph over a hori-
zontal hyperplane; ii) when∂D ∼ ∂C and∂D ∩ ∂C are graphs over a subsetA of a
horizontal hyperplane such thatA is symmetric aboutn− 1 mutually orthogonal vertical
hyperplanes; iii) whenC is ann-dimensional ball. Also, ifS is a disk type surface of
nonpositive Gaussian curvature andΓ ⊂ ∂S is connected and concave, it is proved that
2πArea(S) ≤ Length(∂S ∼ Γ)2. These relative isoperimetric inequalities are sharp.
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1. Introduction
The classical isoperimetric inequality states that ifD is a set inRn andωn is the volume

of a unit ball inRn, then

(1) nnωnVolume(D)n−1 ≤ Volume(∂D)n

and equality holds if and only ifD is a ball. An immediate consequence of this inequality

is that ifH is a closed half space ofRn andD is a subset ofH then

1
2
nnωnVolume(D)n−1 ≤ Volume(∂D ∼ ∂H)n

and equality holds if and only ifD is a half ball with the flat part of its boundary contained

in ∂H. This follows if one applies (1) to the union ofD and its mirror image across∂H.

Then a natural question to ask is the following. IfC ⊂ Rn is a convex set andD is a

subset ofRn ∼ C, doesD satisfy the isoperimetric inequality

(2)
1
2
nnωnVolume(D)n−1 ≤ Volume(∂D ∼ ∂C)n?

Does equality hold if and only ifC = H andD is a half ball with the flat part of its

boundary lying in∂H? (2) is called therelative isoperimetric inequality,C is called the

supporting set ofD, andVolume(∂D ∼ ∂C) is called the relative volume of∂D. For

n = 2 one can easily prove (2) by reflecting the convex hull ofD about its linear boundary.

A partial answer forn ≥ 3 was recently obtained by I. Kim [7]; he showed that if

U = {(x, y) ∈ R2 : y ≥ f(x), f ′′ ≥ 0}, then (2) holds forC = U ×Rn−2. In this paper
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we prove that the relative isoperimetric inequality holds ifC is a graph which is symmetric

aboutn − 1 hyperplanes ofRn. In particular, we prove (2) whenC is a ball. The tools

we use are Gromov’s method of using the divergence theorem and Steiner’s method of

symmetrization.

Moreover we prove the relative isoperimetric inequality on a disk type surfaceS of

nonpositive Gaussian curvature. In 1926 Weil [10] showed that such a surfaceS satisfies

4πArea(S) ≤ Length(∂S)2.

By contrast we prove that ifΓ is a connected subset of∂S on which the geodesic curvature

is not positive with respect to the inward unit normal, then

2πArea(S) ≤ Length(∂S ∼ Γ)2

and equality holds if and only ifS is a flat half disk.

Added in proof: The author and M. Ritoré [11] have recently proved the relative isoperi-

metric inequality in the general setting using a different method.

2. Gromov’s method
In [5] Gromov gave a new proof of the classical isoperimetric inequality. His proof is

based on a volume-preserving map whose divergence is bigger than or equal to the dimen-

sion of space. In this section we shall see how Gromov’s method can be adapted for our

purpose and why the convexity of the supporting set is necessary.

Theorem 1. Let C be a convex set inRn andD a subset ofRn ∼ C with piecewise

C1 boundary. Suppose that every normal vectorη to ∂D ∩ ∂C toward the exterior ofD
does not point upward, that is,〈η, ∂

∂xn 〉 ≤ 0 for the unit vertical vector ∂
∂xn . Suppose also

that there exist vertical hyperplanesΠ1, ..., Πn−1 which are mutually perpendicular such

thatC andD are symmetric about each of them. Then

1
2
nnωnVolume(D)n−1 ≤ Volume(∂D ∼ ∂C)n,

where equality holds if and only ifD is a half ball.

Proof. First let us define aC1 mapφD : D → [0, 1]n by

φD(x1, ..., xn) = (φ1, ..., φn), φi =
vi

vi
,

vi = Ln−i+1{(a1, ..., an) ∈ D : aj = xj , 1 ≤ j ≤ i− 1,−∞ ≤ ak ≤ ∞, i ≤ k ≤ n},

vi = Ln−i+1{(a1, ..., an) ∈ D : aj = xj , 1 ≤ j ≤ i−1,−∞ ≤ ai ≤ xi,−∞ ≤ ak ≤ ∞, i+1 ≤ k},

whereLk is thek-dimensional Lebesgue measure. Thenφi = φi(x1, ..., xi) and the Ja-

cobian matrix ofφD,
(

∂φi

∂xj

)

, is lower triangular with diagonal entries∂φi

∂xi = vi+1
vi

and
∂φn

∂xn = 1
vn

. Therefore

det
(

∂φi

∂xj

)

=
1
v1

.
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Similarly, defineφB : B → [0, 1]n whereB is the half ball

(3) {(x1, ..., xn) ∈ Rn : xn ≥ 0,
∑

(xi)2 ≤ (2ω−1
n Volume(D))2/n}.

Note thatVolume(B) = Volume(D) = v1. Like φD the Jacobian determinant ofφB

equals1/v1. Letψ : D → B be defined byψ = φ−1
B ◦φD. Then the Jacobian determinant

of ψ equals 1. In other words,ψ is a volume-preserving map.

Now let us consider a vector fieldV on D defined byV (x)=the position vector of

ψ(x), x ∈ D. Since the Jacobian matrix ofψ is also lower triangular, it follows from the

arithmetic-geometric mean inequality that

(4) n = n(det Dψ)1/n ≤ divV.

Let Πn be the horizontal hyperplane{xn = 0} and letU1, ..., U2n−1 be the congruent

subsets ofΠn separated by the vertical hyperplanesΠ1, ..., Πn−1. TranslatingC andD
in a suitable way we may assume that eachΠi contains(0, ..., 0). Define the projection

p : Rn → Πn by p(x1, ..., xn) = (x1, ..., xn−1, 0). By the divergence theorem applied to

(4), we have

(5) nVolume(D) ≤
∫

∂D∼∂C
〈V, η〉+

∫

∂D∩∂C
〈V, η〉,

whereη is the outward unit normal to∂D. By (3) we have

(6) |V | ≤ (2ω−1
n Volume(D))1/n on ∂D ∼ ∂C.

By the symmetry ofC andD aboutΠ1, ..., Πn−1 and by the convexity ofC, we get

(7) 〈V, η〉 ≤ 0 on ∂D ∩ ∂C.

This is because ifx ∈ ∂D ∩ ∂C andp(x) ∈ Uk, 1 ≤ k ≤ 2n−1, then bothψ(x) and

−p(qη) lie in Uk, whereqη ∈ Rn is the point whose position vector isη. Therefore it

follows from (5),(6), and (7) that

nVolume(D) ≤ (2ω−1
n Volume(D))1/nVolume(∂D ∼ ∂C),

which imples (2).

Now let us assume that equality holds in (2). Then we have equality in (4),(5),(6), and

(7). Hence

(8)
∂ψi

∂xi = 1 on D,

(9) V = (2ω−1
n Volume(D))1/nη on ∂D ∼ ∂C,

and

(10) V ⊥ η on ∂D ∩ ∂C.

Therefore (8) and the fact thatDψ is lower triangular imply that

(11) ψi = xi + f i(x1, ..., xi−1), i = 1, ..., n.
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LetA1 andA2 be disjoint subsets of∂D ∼ ∂C such thatxn(ψ(A1)) > 0, xn(ψ(A2)) = 0,

andA1∪A2 = ∂D ∼ ∂C. By (9)
∑n

i=1(ψ
i)2 = (2ω−1

n Volume(D))2/n onA1 and hence

0 =
n

∑

i=1

ψidψi =
n

∑

i=1

ψi



dxi +
i−1
∑

j=1

∂f i

∂xj dxj





=
n

∑

i=1



ψi +
n

∑

j=i+1

ψj ∂f j

∂xi



 dxi.

Therefore the vector


ψ1 +
n

∑

j=2

ψj ∂f j

∂x1 , ψ2 +
n

∑

j=3

ψj ∂f j

∂x2 , ..., ψn−1 + ψn ∂fn

∂xn−1 , ψn





is normal toA1. (9) then implies that there is a constanta depending on the point ofA1

such that


ψ1 +
n

∑

j=2

ψj ∂f j

∂x1 , ψ2 +
n

∑

j=3

ψj ∂f j

∂x2 , ..., ψn−1 + ψn ∂fn

∂xn−1 , ψn



 = (aψ1, ..., aψn).

Sinceψn > 0 onA1, comparing the last components of these vectors givesa = 1. Hence

the second last components give us

(12)
∂fn

∂xn−1 = 0 on A1.

Let us now fixx1, ..., xn−2. Then (11) and (12) imply that

(13) ψ1 = b1, ..., ψn−2 = bn−2, ψn−1 = xn−1 + bn−1, ψn = xn + bn, on A1,

whereb1, ..., bn are constants. It follows that{xi = constant : i = 1, ..., n − 2} ∩ A1

is a translate of a semicircle on∂B ∼ Πn. Since we can arbitrarily move and rotate the

rectangular coordinatesx1, ..., xn−1 while fixing xn, we can say that the intersection of

A1 with any 2-plane perpendicular to the horizontal hyperplaneΠn is a semicircle.

Choose a pointq ∈ A1 such thatψ(q) is the north pole ofB. Then from (13) we

conclude that the intersection ofA1 with any 2-planeP which passes throughq and is

perpendicular toΠn is part of a semicircle of radius(2ω−1
n Volume(D))1/n. ThusA1 is

congruent to a subset of the northern hemisphere∂B ∼ Πn.

On the other hand (10) implies that∂D ∩ ∂C is flat; for otherwise there should exist a

point at which〈V, η〉 < 0. Note that

ψ{A2 ∪ (∂D ∩ ∂C)} = B ∩Πn.

But by (9) we have

ψ(A2) ⊂ ∂(B ∩Πn).

Hence

ψ(∂D ∩ ∂C) = B ∩Πn and ψ(∂D ∼ ∂C) = ∂B ∼ Πn.

ThereforeD is a half ball.
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3. Symmetrization
One of the oldest and most powerful methods in isoperimetric inequalities is Steiner’s

symmetrization [9]. The key idea of this method is that givenk functionsxn = f1(x1, ..., xn−1),
..., xn= fk(x1, ..., xn−1), the volume of the graph of the average function off1, ..., fk is

not bigger than the average of the volumes of the graphs off1, ..., fk. This volume estimate

is based on the simple inequality fork vectors inRn: |v1 + ... + vk| ≤ |v1|+ ... + |vk|. In

this section, using the symmetrization method, we shall improve Theorem 1.

Theorem 2. Let C be a convex set inRn, D a subset ofRn ∼ C with piecewiseC1

boundary, andΠn a horizontal hyperplane{xn = 0}. Suppose that both∂D ∼ ∂C and

∂D ∩ ∂C are graphs over a closed setA ⊂ Πn. If A is symmetric aboutn − 1 vertical

hyperplanesΠ1, ..., Πn−1 which are mutually perpendicular, then

1
2
nnωnVolume(D)n−1 ≤ Volume(∂D ∼ ∂C)n,

where equality holds if and only ifD is a half ball.

Proof. Let f0, g0 : A → R be the functions defined byxn = f0(x1, ..., xn−1), xn =
g0(x1, ..., xn−1) such that∂D ∼ ∂C, ∂D ∩ ∂C are the graphs off0, g0, respectively. Let

G be the group of isometries ofRn generated byn− 1 horizontal reflections which leave

Π1, ..., Πn−1 fixed, respectively.G consists of2n−1 elements, say,r1, ..., r2n−1 . Define

fi = f0 ◦ ri andgi = g0 ◦ ri, i = 1, ..., 2n−1. Also definef = 21−n ∑2n−1

i=1 fi, g =

21−n ∑2n−1

i=1 gi. Sincef0 ≥ g0 onA andf0 = g0 on∂A, we havef ≥ g onA andf = g
on∂A. Hence graph(f) and graph(g) enclose a domain̂D, and it is easy to see that

(14) Volume(D) = Volume( ̂D).

Note also that̂D is symmetric aboutΠ1, ..., Πn−1 and graph(g) ⊂ ∂ ̂D is a subset of∂ ̂C
for some convex doamain̂C. Moreover

Volume(∂ ̂D ∼ ∂ ̂C) = Volume(graph(f))

=
∫

A

∣

∣

∣

∣

∣

(

21−n
∑

i

∂fi

∂x1 , ..., 21−n
∑

i

∂fi

∂xn−1 , 1

)∣

∣

∣

∣

∣

= 21−n
∫

A

∣

∣

∣

∣

∣

(

∑

i

∂fi

∂x1 , ...,
∑

i

∂fi

∂xn−1 , 2n−1

)∣

∣

∣

∣

∣

≤ 21−n
∫

A

2n−1
∑

i=1

∣

∣

∣

∣

(

∂fi

∂x1 , ...,
∂fi

∂xn−1 , 1
)∣

∣

∣

∣

= 21−n
2n−1
∑

i=1

Volume(graph(fi)) = Volume(graph(f0))

(15) = Volume(∂D ∼ ∂C).
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Therefore by Theorem 1 applied tôC, ̂D and by (14) and (15), we get the desired inequal-

ity.

Suppose equality holds forD. Then by Theorem 1, (14), and (15) equality should also

hold for ̂D. Hence (15) becomes equality andg ≡ constant. So

∂fi

∂xk =
∂fj

∂xk for 1 ≤ i, j ≤ 2n−1, 1 ≤ k ≤ n− 1,

andgraph(g0) is a hyperplane. Thereforef0 is symmetric aboutΠ1, ..., Πn−1 and hence

g0 ≡ constant. Thus from Theorem 1 it follows thatD is a half ball.

Although the symmetry assumption is required in Theorems 1 and 2, it is not necessary

in case the convex setC is a ball:

Theorem 3. If C is a ball inRn andD is a subset ofRn ∼ C with rectifiable boundary,

then
1
2
nnωnVolume(D)n−1 ≤ Volume(∂D ∼ ∂C)n

with equality if and only ifD is a half ball.

It is easy to prove this theorem once we know that the isoperimetric region of the com-

plement of a ball is rotationally symmetric about a line through the center of the ball.

Lemma. Outside a ballC ⊂ Rn there exists a set˜D whose boundary has the least

relative volumeVolume(∂ ˜D ∼ ∂C) among all sets outsideC with the same volume as˜D.

In fact, ∂ ˜D ∼ ∂C is a spherical cap perpendicular to∂C and∂ ˜D ∩ ∂C lies in an open

hemisphere of∂C.

Proof of Lemma.The existence of˜D can be obtained by following the compactness

argument in [8], pp. 441-444. Obviously∂ ˜D ∼ ∂C has constant mean curvature and

makes90◦ with ∂C. We claim that˜D is rotationally symmetric about a line. Suppose not.

Then there exists an(n−3)-dimensional great sphereS in ∂C such that˜D is not symmetric

about any hyperplane containingS. Choose a hyperplaneΠ containingS that devides˜D
into ˜D1 and ˜D2 of equal volume. Suppose without loss of generality thatVolume(∂ ˜D1 ∼
(∂C ∪ Π)) ≤ Volume(∂ ˜D2 ∼ (∂C ∪ Π)). Let ˜D3 be the mirror image of˜D1 acrossΠ
and define˜D13 to be the union of the closures of˜D1 and ˜D3. If ∂ ˜D ∼ ∂C intersectsΠ at

90◦, then the unique continuation property of the constant mean curvature hypersurfaces

implies that ˜D is symmetric aboutΠ, contradicting our hypothesis. Therefore some part

of ∂ ˜D13 ∼ ∂C should be notC1 alongΠ. Then we can slightly perturb˜D13 along this

singular part to get a setD′ ⊂ Rn ∼ C such that

Volume(D′) = Volume( ˜D13) = Volume( ˜D),

and

Volume(∂D′ ∼ ∂C) < Volume(∂ ˜D13 ∼ ∂C) ≤ Volume(∂ ˜D ∼ ∂C).
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But this contradicts the least relative volume property of∂ ˜D. Hence˜D must be rotation-

ally symmetric about a linel. Now let {q} = (∂ ˜D ∼ ∂C) ∩ l and take a spherical cap

A throughq which is rotationally symmetric aboutl and has the same mean curvature as

∂ ˜D ∼ ∂C. Since∂ ˜D ∼ ∂C is tangent toA atq, we can apply the maximum principle and

conclude that∂ ˜D ∼ ∂C itself is a spherical cap. Then∂ ˜D ∩ ∂C is a subset of an open

hemisphere of∂C.

Proof of Theorem 3.Let ˜D be as in Lemma withVolume( ˜D) = Volume(D). Let D∗

be the convex hull of˜D andF the flat part of∂D∗. Then

1
2
nnωnVolume(D)n−1 ≤ 1

2
nnωnVolume(D∗)n−1 ≤ Volume(∂D∗ ∼ F )n

= Volume(∂ ˜D ∼ ∂C)n ≤ Volume(∂D ∼ ∂C)n.

If equality holds, then∂D has the least relative volume and hence by LemmaD = ˜D.

Also the inequalities above should become equality and so˜D = D∗. ThereforeD is a half

ball and∂C is a hyperplane.

4. Negatively curved surfaces
It was Carleman [4] who first showed that the classical isoperimetric inequality

(16) 4πArea(S) ≤ Length(∂S)2

remains valid for a disk type minimal surfaceS in space. Then in 1926 Weil [10] obtained

the same result for a disk type surface of negative Gaussian curvature. Thereafter a variety

of different methods were employed by a dozen mathematicians to prove the same or more

general inequality; Bol [2] used parallel curves and Alexandrov [1] used the method of

polyhedral approximation. Huber’s method [6] was to improve the inequality of Carleman

and its generalization to subharmonic functions by Beckenbach and Radó [3]. In this

section we give a new simple proof of (16) using the maximum principle: Given a disk

type negatively curved surfaceS, we construct a flat surfaceD with area larger than that

of S and perimeter equal to that ofS. Then (16) follows immediately from the classical

isoperimetric inequality forD. In fact, a more general theorem is proved: If∂S is concave

onΓ1 ⊂ ∂S, then

2πArea(S) ≤ Length(∂S ∼ Γ1)2

with equality if and only ifS is a flat half disk.

Theorem 4. Let S be a disk type surface of nonpositive Gaussian curvature. Suppose

that ∂S is the disjoint union ofΓ1 andΓ2 such thatΓ1 is connected and concave, i.e., if

c(s) is an arclength parametrization ofΓ1, thenc′′(s) vanishes or points outward fromS.

Then

2πArea(S) ≤ Length(Γ2)2
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and equality holds if and only ifS is a flat half disk.

Proof. Let D ⊂ R2 be a half disk with the diameterC1 and the semicircleC2 such that

∂D = C1 ∪ C2. Take the coordinatesx andy of R2 such thatx = 0 onC1 andx ≥ 0 on

C2. Assuming thatx andy are also the isothermal coordinates ofS via a conformal map

ϕ : D → S, we can write the metric ofS asg = e2f (dx2 + dy2) for some functionf on

D. It is well known that the Gaussian curvatureK of S satisfies

K = −e−2f4f.

So by the curvature hypothesis

(17) 4f ≥ 0 on D.

Let h be the harmonic function onD satisfying the mixed boundary condition

(18) h = f on C2

and

(19)
∂h
∂ν

= 0 on C1

whereν is the outward unit normal toC1. The key point here is that the concavity ofΓ1

implies

(20)
∂f
∂ν

≤ 0.

This is because

0 ≥
〈

∇e−f ∂
∂y

e−f ∂
∂y

, e−f ∂
∂x

〉

= −
〈

e−f ∂
∂y

,∇e−f ∂
∂y

e−f ∂
∂x

〉

= −e−3f
〈

∂
∂y

,∇ ∂
∂y

∂
∂x

〉

= −e−3f
〈

∂
∂y

,∇ ∂
∂x

∂
∂y

〉

= −1
2
e−3f ∂

∂x

∣

∣

∣

∣

∂
∂y

∣

∣

∣

∣

2

= −e−f ∂f
∂x

=
∂f
∂ν

.

Using the maximum principle, we can conclude from (17),(18),(19), and (20) that

(21) h ≥ f on D.

Now let us introduce a surfaceD which is D equipped with the new flat metricg =
e2h(dx2 + dy2). Actually D is the image ofD in the complex plane under the complex

analytic functionφ(z) such thatlog |φ′(z)| = h(x, y), z = x + iy. Denote byC1, C2

the parts of∂D which correspond toC1, C2 of ∂D, respectively. From (19) it follows re-

markably thatC1 is also a line segment in∂D. HenceD satisfies the relative isoperimetric

inequality

2πArea(D) ≤ Length(C2)2.

However, (21) and (18) imply respectively that

Area(S) ≤ Area(D) and Length(Γ2) = Length(C2).
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Therefore

2πArea(S) ≤ Length(Γ2)2.

If equality holds here, thenD is a half disk andf = h onD. ThusS is also a half disk.
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